Mandatory Assignment 2 - STK-IN4300

Alessia Sanfelici

# Problem 1: Regression

The first problem of the assignment consists in the analysis of data coming from a study on data toxicity. The dataset is composed of 546 observations and 9 variables. The aim of the analysis is to predict acute aquatic toxicity, which is measured through a variable called (the concentration that causes death in 50% of the planktonic crustacean over a test duration of 48 hours). The other 8 variables, used for the prediction, are:

* : the topological polar surface area calculated by means of a contribution method that takes into account nitrogen, oxygen, potassium and sulphur;
* : the Van der Waals surface area (VSA) of atoms that are acceptors of hydrogen bonds;
* : the number of hydrogen atoms bonded to heteroatoms;
* : the lipophilicity of a molecule, this being the driving force of narcosis;
* : a topological index that encodes information about molecular size and branching;
* : information on molecular polarisability;
* : the number of nitrogen atoms present in the molecule;
* : the number of carbon atoms of a certain type, including esters, carboxylic acids, thioesters, carbamic acids, nitriles, etc.;

df\_toxicity <- read.csv("aquatic\_toxicity.csv", sep = ";", header = FALSE)  
colnames(df\_toxicity) <- c("TPSA", "SAacc", "H050", "MLOGP", "RDCHI", "GATS1p","nN", "C040", "LC50")  
# create the dichotomic version of the dataset (where the count variables are transformed using 0/1 dummy encoding)  
  
df\_toxicity\_dummy <- df\_toxicity  
df\_toxicity\_dummy["H050"] <- c(as.integer(df\_toxicity\_dummy ["H050"]>0))  
df\_toxicity\_dummy ["nN"] <- c(as.integer(df\_toxicity\_dummy ["nN"]>0))  
df\_toxicity\_dummy ["C040"] <- c(as.integer(df\_toxicity\_dummy ["C040"]>0))

## Linear Regression

Firstly, I want to compare the results of the application of linear regression with both the original dataset and a modified dataset, where all the count variables have been transformed using a 0/1 dummy encoding where 0 represents absence of the specific atom and 1 represents presence of the specific atoms. For this reason, I have already created (above) a dicothomic version of the dataset.

Now, I can divide both the datasets into train and test sets, containing 70% and 30% of data, respectively, and then fit linear regression in the two cases and compare the obtained results.

set.seed(1)  
  
# create train and test data  
sample <- sample(c(TRUE, FALSE), nrow(df\_toxicity), replace = TRUE, prob = c(0.7, 0.3))  
train <- df\_toxicity[sample, ]  
test <- df\_toxicity[!sample, ]  
train\_dummy <- df\_toxicity\_dummy[sample, ]  
test\_dummy <- df\_toxicity\_dummy[!sample, ]

# linear regression model with original dataset  
linear\_model <- lm(LC50 ~ . , data = train)  
summary(linear\_model)

##   
## Call:  
## lm(formula = LC50 ~ ., data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.8627 -0.7752 -0.1066 0.5407 4.9911   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.610045 0.290472 8.986 < 2e-16 \*\*\*  
## TPSA 0.029013 0.003301 8.790 < 2e-16 \*\*\*  
## SAacc -0.014806 0.002531 -5.850 1.06e-08 \*\*\*  
## H050 0.036867 0.070795 0.521 0.602843   
## MLOGP 0.491479 0.073323 6.703 7.45e-11 \*\*\*  
## RDCHI 0.486313 0.160547 3.029 0.002621 \*\*   
## GATS1p -0.589207 0.176999 -3.329 0.000958 \*\*\*  
## nN -0.246422 0.060137 -4.098 5.11e-05 \*\*\*  
## C040 0.007219 0.092060 0.078 0.937535   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.191 on 378 degrees of freedom  
## Multiple R-squared: 0.5135, Adjusted R-squared: 0.5032   
## F-statistic: 49.87 on 8 and 378 DF, p-value: < 2.2e-16

prediction <- predict.lm(linear\_model, test)  
train\_error <- mean(linear\_model$residuals^2)  
test\_error <- mean((test$LC50 - prediction)^2)  
sprintf("Train error: %s", train\_error)

## [1] "Train error: 1.38535362970798"

sprintf("Test error: %s", test\_error)

## [1] "Test error: 1.53100346835813"

# linear regression model with dummy dataset  
linear\_model\_dummy <- lm(LC50 ~ ., data = train\_dummy)  
summary(linear\_model\_dummy)

##   
## Call:  
## lm(formula = LC50 ~ ., data = train\_dummy)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.1405 -0.7672 -0.0989 0.5426 5.2845   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.632220 0.296208 8.886 < 2e-16 \*\*\*  
## TPSA 0.023088 0.003317 6.961 1.50e-11 \*\*\*  
## SAacc -0.012457 0.002308 -5.397 1.20e-07 \*\*\*  
## H050 -0.016850 0.153343 -0.110 0.91256   
## MLOGP 0.536630 0.074574 7.196 3.36e-12 \*\*\*  
## RDCHI 0.362229 0.162016 2.236 0.02595 \*   
## GATS1p -0.528398 0.174199 -3.033 0.00259 \*\*   
## nN 0.174520 0.151643 1.151 0.25052   
## C040 -0.103912 0.163190 -0.637 0.52467   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.215 on 378 degrees of freedom  
## Multiple R-squared: 0.4933, Adjusted R-squared: 0.4826   
## F-statistic: 46 on 8 and 378 DF, p-value: < 2.2e-16

prediction\_dummy <- predict.lm(linear\_model\_dummy, test\_dummy)  
train\_error\_dummy <- mean(linear\_model\_dummy$residuals^2)  
test\_error\_dummy <- mean((test\_dummy$LC50 - prediction\_dummy)^2)  
sprintf("Train error dummy: %s", train\_error\_dummy)

## [1] "Train error dummy: 1.44282928244437"

sprintf("Test error dummy: %s", test\_error\_dummy)

## [1] "Test error dummy: 1.61148941476223"

In the two cases, the coefficients have different meanings. If for dummy variables they represent the effect that the presence of the atoms has on the target variable, when dealing with linear values, they represent the change in the dependent variable associated with a one-unit change in that continuous predictor while holding all other predictors constant.

By comparing the summary of the two models, we can notice that the significance of the coefficients is similar. The two main differences can be seen for and coefficients. The former is significant for the first model but not for the second one. On the contrary, the latter has a smaller p-value in the first model than in the second one.

Focusing on the errors, we can easily notice that the train and the test errors associated to the original dataset are smaller than the ones related to the dichotomic dataset.

I then repeat the same procedure 200 times, such that each time I create a new training/test split and I apply linear regression to both the versions of the dataset. The idea behind the repetition is the following: it allows to assess the stability and robustness of the models across different data samples. This repeated process helps in accounting for the potential variability in model performance due to the randomness in the split of data. In addition, it also provides more reliable estimates of the average performance of the model.

# repeat the process 200 times   
repetitions <- 200  
train\_error <- 0  
test\_error <- 0  
test\_errors\_lr <- numeric(repetitions)  
train\_error\_dummy <- 0  
test\_error\_dummy <- 0  
test\_errors\_dummy\_lr <- numeric(repetitions)  
  
for (i in 1:repetitions){  
 sample <- sample(c(TRUE, FALSE), nrow(df\_toxicity), replace = TRUE, prob = c(0.7, 0.3))  
 train <- df\_toxicity[sample, ]  
 test <- df\_toxicity[!sample, ]  
 train\_dummy <- df\_toxicity\_dummy[sample, ]  
 test\_dummy <- df\_toxicity\_dummy[!sample, ]  
  
 linear\_model <- lm(LC50 ~ . , data = train)  
 prediction <- predict.lm(linear\_model, test)  
 train\_error <- train\_error + mean(linear\_model$residuals^2)/repetitions  
 test\_error <- test\_error + mean((test$LC50 - prediction)^2)/repetitions  
 test\_errors\_lr[i-1] <- mean((test$LC50 - prediction)^2)/repetitions  
  
 linear\_model\_dummy <- lm(LC50 ~ ., data = train\_dummy)  
 prediction\_dummy <- predict.lm(linear\_model\_dummy, test\_dummy)  
 train\_error\_dummy <- train\_error\_dummy + mean(linear\_model\_dummy$residuals^2)/repetitions  
 test\_error\_dummy <- test\_error\_dummy + mean((test\_dummy$LC50 -  
 prediction\_dummy)^2)/repetitions  
 test\_errors\_dummy\_lr[i-1] <- mean((test\_dummy$LC50 - prediction\_dummy)^2)/repetitions  
  
}

boxplot(list(test\_errors\_lr, test\_errors\_dummy\_lr), col = c("red", "blue"), xlab = "Dataset", ylab = "Test Errors")  
  
legend("bottomleft", legend = c("Original dataset", "Dichotomic dataset"), fill = c("red", "blue"))
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sprintf("Train error: %s", train\_error)

## [1] "Train error: 1.41220194179306"

sprintf("Test error: %s", test\_error)

## [1] "Test error: 1.48743822132675"

sprintf("Train error dummy: %s", train\_error\_dummy)

## [1] "Train error dummy: 1.46293967145805"

sprintf("Test error dummy: %s", test\_error\_dummy)

## [1] "Test error dummy: 1.54502914579201"

As it is possible to see from both the plot and the results of the errors, in general, the use of the dataset with dicothomic count variables produces worse results. This is due to the fact that using dummy variables is an oversimplification and thus valuable information is ignored.

Due to this result, in the next steps I’m going to focus only on the original dataset, without taking into account the dichotomic dataset.

## Variable selection

The next step consists in comparing different variable selection procedures with different stopping criteria. In particular, I’m focusing on Backward Elimination and Forward Selection, both tested with AIC and BIC.

set.seed(1)  
  
sample <- sample(c(TRUE, FALSE), nrow(df\_toxicity), replace = TRUE, prob = c(0.7, 0.3))  
train <- df\_toxicity[sample, ]  
test <- df\_toxicity[!sample, ]  
  
full.model <- lm(LC50 ~ . , data = train)  
null.model <- lm(LC50 ~ 1, data = train)

# Backward elimination with BIC stopping criterion  
backward\_bic <- step(full.model, direction = "backward", k = log(nrow(train)), trace = FALSE)  
print("Backward elimination with BIC stopping criterion")

## [1] "Backward elimination with BIC stopping criterion"

backward\_bic

##   
## Call:  
## lm(formula = LC50 ~ TPSA + SAacc + MLOGP + RDCHI + GATS1p + nN,   
## data = train)  
##   
## Coefficients:  
## (Intercept) TPSA SAacc MLOGP RDCHI GATS1p   
## 2.66681 0.02875 -0.01405 0.48283 0.48380 -0.61811   
## nN   
## -0.24072

# Backward elimination with AIC stopping criterion  
backward\_aic <- step(full.model, direction = "backward", k = 2, trace = FALSE)  
print("Backward elimination with AIC stopping criterion")

## [1] "Backward elimination with AIC stopping criterion"

backward\_aic

##   
## Call:  
## lm(formula = LC50 ~ TPSA + SAacc + MLOGP + RDCHI + GATS1p + nN,   
## data = train)  
##   
## Coefficients:  
## (Intercept) TPSA SAacc MLOGP RDCHI GATS1p   
## 2.66681 0.02875 -0.01405 0.48283 0.48380 -0.61811   
## nN   
## -0.24072

# Forward selection with BIC stopping criterion  
forward\_bic <- step(null.model, direction = "forward", scope = formula(full.model), k = log(nrow(train)), trace = FALSE)  
print("Forward selection with BIC stopping criterion")

## [1] "Forward selection with BIC stopping criterion"

forward\_bic

##   
## Call:  
## lm(formula = LC50 ~ MLOGP + TPSA + SAacc + nN + GATS1p + RDCHI,   
## data = train)  
##   
## Coefficients:  
## (Intercept) MLOGP TPSA SAacc nN GATS1p   
## 2.66681 0.48283 0.02875 -0.01405 -0.24072 -0.61811   
## RDCHI   
## 0.48380

# Forward selection with AIC stopping criterion  
forward\_aic <- step(null.model, direction = "forward", scope = formula(full.model), k = 2, trace = FALSE)  
print("Forward selection with AIC stopping criterion")

## [1] "Forward selection with AIC stopping criterion"

forward\_aic

##   
## Call:  
## lm(formula = LC50 ~ MLOGP + TPSA + SAacc + nN + GATS1p + RDCHI,   
## data = train)  
##   
## Coefficients:  
## (Intercept) MLOGP TPSA SAacc nN GATS1p   
## 2.66681 0.48283 0.02875 -0.01405 -0.24072 -0.61811   
## RDCHI   
## 0.48380

As shown from the results of the 4 methods, the resulting models are the same in all the cases. All of them contain the same 6 variables (the coefficients are different, but the variables are the same): TPSA, SAacc, ML0GP, RDCHI, GATS1p and nN. In particular, focusing on the same variable selection technique, the results obtained with AIC and BIC are the same.

## Ridge Regression

Now, I study the performance of ridge regression, using both 5-fold cross-validation and a bootstrap procedure (considering 100 bootstrap iterations) . The idea is to find the optimal complexity parameter among a grid of lambda values.

library(glmnet)

## Caricamento del pacchetto richiesto: Matrix

## Loaded glmnet 4.1-8

x <- as.matrix(subset(train, select = -LC50))  
y <- as.vector(train$LC50)  
# Create a sequence of lambda values to try  
lambda\_seq <- 10^seq(-5, 5, length = 100)  
  
# 5-fold cross-validation  
ridge\_cv\_model <- cv.glmnet(x, y, alpha = 0, lambda = lambda\_seq, nfolds = 5)  
  
print(ridge\_cv\_model)

##   
## Call: cv.glmnet(x = x, y = y, lambda = lambda\_seq, nfolds = 5, alpha = 0)   
##   
## Measure: Mean-Squared Error   
##   
## Lambda Index Measure SE Nonzero  
## min 0.0433 64 1.505 0.1881 8  
## 1se 0.7055 52 1.671 0.2175 8

# Plot the MSE with respect to lambda  
plot(ridge\_cv\_model, ylab = "MSE", xlim = c(-5, 5))
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best\_lambda <- ridge\_cv\_model$lambda[which.min(ridge\_cv\_model$cvm)]  
sprintf("The best value of lambda is %s", best\_lambda)

## [1] "The best value of lambda is 0.0432876128108306"

So, I compute the train and test error for the model with the optimal value of lambda:

ridge\_best <- glmnet(x, y, alpha = 0, lambda = best\_lambda)  
ridge\_cv\_train\_err <- mean((predict(ridge\_best, as.matrix(subset(train, select = -LC50))) -  
 as.vector(train$LC50))^2)  
ridge\_cv\_test\_err <- mean((predict(ridge\_best, as.matrix(subset(test, select = -LC50))) -  
 as.vector(test$LC50))^2)  
sprintf("Ridge cv train error: %s", ridge\_cv\_train\_err)

## [1] "Ridge cv train error: 1.39907235413407"

sprintf("Ridge cv test error: %s", ridge\_cv\_test\_err)

## [1] "Ridge cv test error: 1.52200201505737"

library(boot)  
library(pracma)

##   
## Caricamento pacchetto: 'pracma'

## Il seguente oggetto è mascherato da 'package:boot':  
##   
## logit

## I seguenti oggetti sono mascherati da 'package:Matrix':  
##   
## expm, lu, tril, triu

# Bootstrap  
ridge\_fit <- function(data, indices, lambda\_seq) {  
 data\_train <- data[indices, ]  
 X\_train <- as.matrix(subset(data\_train, select = -LC50))  
 y\_train <- as.vector(data\_train$LC50)  
 fit <- glmnet(X\_train, y\_train, alpha = 0, lambda = lambda\_seq)  
 y\_pred\_train <- predict(fit, newx = X\_train, s = lambda\_seq)  
 mse <- sum((y\_train - y\_pred\_train)^2) / length(y\_train)  
 return (mse)   
}  
  
mse\_boot <- c()  
for (i in 1:100){  
 lambda = lambda\_seq[i]  
 boot\_results <- boot(data = train, statistic = ridge\_fit, R = 100, lambda = lambda)  
 mse\_boot[i] = mean(boot\_results$t)  
}

plot(log10(ridge\_cv\_model$lambda), ridge\_cv\_model$cvm, ylab = "MSE", type = "l", xlab = "log(lambda)", col = "red", ylim = c(1.2, 3))  
lines(log10(lambda\_seq), mse\_boot, col = "black", type = "l", ylim = c(1, 3))  
legend("topleft", legend = c("5-fold Cross-Validation", "Bootstrap"), col = c("red", "black"), lty = 1)

![](data:image/png;base64,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)

best\_lambda\_boot <- lambda\_seq[which.min(mse\_boot)]  
sprintf("The best value of lambda is %s", best\_lambda\_boot)

## [1] "The best value of lambda is 0.0170735264747069"

So, I compute the train and test error for the model with the optimal value of lambda:

ridge\_best\_boot <- glmnet(x, y, alpha = 0, lambda = best\_lambda\_boot)  
ridge\_boot\_train\_err <- mean((predict(ridge\_best\_boot, as.matrix(subset(train, select = -LC50))) -  
 as.vector(train$LC50))^2)  
ridge\_boot\_test\_err <- mean((predict(ridge\_best\_boot, as.matrix(subset(test,   
 select = -LC50))) - as.vector(test$LC50))^2)  
sprintf("Ridge bootstrap train error: %s", ridge\_boot\_train\_err)

## [1] "Ridge bootstrap train error: 1.38827674305907"

sprintf("Ridge bootstrap test error: %s", ridge\_boot\_test\_err)

## [1] "Ridge bootstrap test error: 1.52260965421196"

The train and test errors resulting form the two methods are very similar to each other, especially the test error. This means that the two methods work similarly, as it is also shown in the figure above, which allows to compare the MSE w.r.t lambda in the two cases.

## Generalized Additive Model

Next, I consider possible non linear effects, fitting a generalized additive model in which the effects of the variables are fitted using smoothing splines. I decided to compare different levels of complexity for the smoothing splines. In particular, I focused on degrees of freedom from 3 to 10.

library(gam)

## Caricamento del pacchetto richiesto: splines

## Caricamento del pacchetto richiesto: foreach

## Loaded gam 1.22-2

degrees = 3:10  
  
train\_error\_gam <- zeros(length(degrees), 1)  
test\_error\_gam <- zeros(length(degrees), 1)  
  
# Fit GAM and compute the errors for each degree of freedom  
for (k in degrees){  
 gam\_model <- gam(LC50 ~ s(TPSA, df = k) + s(SAacc, df = k) + s(H050, df = k) +   
 s(MLOGP, df = k) + s(RDCHI, df = k) + s(GATS1p, df = k) +   
 s(nN, df = k) + s(C040, df = k), data = train)  
   
 train\_error\_gam[k-2] <- mean((predict(gam\_model, subset(train, select = -LC50)) -  
 train$LC50)^2)  
 test\_error\_gam[k-2] <- mean((predict(gam\_model, subset(test, select = -LC50)) -  
 test$LC50)^2)  
}

# Create a dataframe containing the errors for each degree of freedom  
df\_gam <- data.frame(degrees, train\_error\_gam, test\_error\_gam)  
names(df\_gam) <- c("Degrees of Freedom", "Train Error", "Test Error")  
df\_gam

## Degrees of Freedom Train Error Test Error  
## 1 3 1.1986018 1.655150  
## 2 4 1.1278069 1.716900  
## 3 5 1.0721133 1.763671  
## 4 6 1.0303796 1.803536  
## 5 7 0.9951357 1.830276  
## 6 8 0.9616357 1.863732  
## 7 9 0.9296123 2.003940  
## 8 10 0.9005974 2.016821

I can immediately notice, from the above table, that the lowest test errors are related to small degrees of freedom. In particular, for the final comparison, I will use the result related to degree 3, which correspond to the lowest value of test error.

## Regression Tree

The next step is to fit a model using a regression tree. The procedure is the following:

library(rpart)  
  
set.seed(1)  
  
# Grow the full tree  
full\_tree <- rpart(LC50 ~ . , data = train, control = rpart.control(cp=0))  
plotcp(full\_tree)
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full\_tree$cptable

## CP nsplit rel error xerror xstd  
## 1 0.2389868389 0 1.0000000 1.0053201 0.07733352  
## 2 0.0951625548 1 0.7610132 0.7775182 0.06654780  
## 3 0.0415133719 2 0.6658506 0.6927572 0.05726826  
## 4 0.0368160036 3 0.6243372 0.6945627 0.05757412  
## 5 0.0321428113 4 0.5875212 0.6975016 0.05716882  
## 6 0.0281393375 5 0.5553784 0.6737111 0.05593765  
## 7 0.0244511912 6 0.5272391 0.6465647 0.05352552  
## 8 0.0230221121 8 0.4783367 0.6253484 0.05415741  
## 9 0.0117017714 9 0.4553146 0.6028115 0.05980978  
## 10 0.0116540354 10 0.4436128 0.5885493 0.05952466  
## 11 0.0086193946 13 0.4080555 0.5973646 0.06011120  
## 12 0.0067993671 14 0.3994361 0.6069817 0.06020988  
## 13 0.0064407811 17 0.3790380 0.6219058 0.06142105  
## 14 0.0063752009 18 0.3725972 0.6237564 0.06140710  
## 15 0.0052847317 20 0.3598468 0.6194814 0.06169323  
## 16 0.0051663059 21 0.3545621 0.6105035 0.06108054  
## 17 0.0047295393 22 0.3493958 0.6111279 0.06104307  
## 18 0.0036998853 23 0.3446662 0.6196626 0.06121635  
## 19 0.0030857471 24 0.3409664 0.6192291 0.06149363  
## 20 0.0021174022 25 0.3378806 0.6144837 0.06084740  
## 21 0.0015699559 26 0.3357632 0.6139374 0.06067609  
## 22 0.0011863536 27 0.3341933 0.6161329 0.06071866  
## 23 0.0010271511 28 0.3330069 0.6193909 0.06081903  
## 24 0.0003817938 29 0.3319797 0.6211185 0.06083289  
## 25 0.0000000000 30 0.3315980 0.6214007 0.06082918

The lowest error is given y a cp = 0.0116540354. So, I prune the tree according to this value. This is the obtained tree:

# Prune the tree  
pruned\_tree <- prune(full\_tree, cp = 0.0116540354)  
par(mar = c(1, 1, 1, 1))  
plot(pruned\_tree, main = "Pruned Tree")  
text(pruned\_tree, cex = 0.5, col = "blue")
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Then, I compute the train and the test error for the pruned tree:

# Train and test error for the pruned tree  
  
train\_error\_tree <- mean((predict(pruned\_tree, subset(train, select = -LC50)) -  
 train$LC50)^2)  
test\_error\_tree <- mean((predict(pruned\_tree, subset(test, select = -LC50)) -   
 test$LC50)^2)  
sprintf("Train error Regression Tree: %s", train\_error\_tree)

## [1] "Train error Regression Tree: 1.16193347294163"

sprintf("Test error Regression Tree: %s", test\_error\_tree)

## [1] "Test error Regression Tree: 2.03975169136301"

## Comparison of all the methods

Now that I have applied all the methods, I can make a comparison between all of them, in order to draw some conclusions.

methods <- c("Linear Regression", "Dummy Linear Regression", "Variable selection",  
 "Ridge Cross-Validation", "Ridge Bootstrap", "GAM", "Regression Tree")  
train\_errors <- c(train\_error, train\_error\_dummy, mean(backward\_bic$residuals^2),  
 ridge\_cv\_train\_err, ridge\_boot\_train\_err, train\_error\_gam[1],  
 train\_error\_tree)  
test\_errors <- c(test\_error, test\_error\_dummy, mean((test$LC50 -   
 predict.lm(backward\_bic, test))^2),  
 ridge\_cv\_test\_err, ridge\_boot\_test\_err, test\_error\_gam[1],  
 test\_error\_tree)  
# Dataframe containing all the errors related to each method  
df\_comparison <- data.frame(methods, train\_errors, test\_errors)  
names(df\_comparison) <- c("Method", "Train Error", "Test Error")  
df\_comparison

## Method Train Error Test Error  
## 1 Linear Regression 1.412202 1.487438  
## 2 Dummy Linear Regression 1.462940 1.545029  
## 3 Variable selection 1.386374 1.533380  
## 4 Ridge Cross-Validation 1.399072 1.522002  
## 5 Ridge Bootstrap 1.388277 1.522610  
## 6 GAM 1.198602 1.655150  
## 7 Regression Tree 1.161933 2.039752

The above table shows the train and the test errors for all the different methods used by now. If we consider the best method as the one that minimizes the test error, then in this case the best one is Linear Regression. All the other methods give a larger test error.

We can also see that GAM and Regression Tree have a lower train error but a larger test error with respect to the other methods. This means that these techniques work very well with the train sample, but when dealing with new data (the test sample) their performance is worse, thus the test error is larger. This behavior suggest a problem of overfitting for these two methodologies.

# 

# Problem 2: Classification

The second problem of this work is based on the study of the Pima Indians Diabetes Database, containing information about 768 women from a population (Pima indians) that is particularly susceptible to diabetes. The response variable identifies two classes (“pos” and “neg”), depending whether a person involved in the study has developed the disease or not. The dataset contains also other 8 numeric variables:

* : number of pregnancies;
* : plasma glucose concentration at 2 h in an oral glucose tolerance test;
* : diastolic blood pressure (mm Hg);
* : triceps skin fold thickness (mm);
* : 2-h serum insulin (µU/mL);
* : body mass index (kg/m2);
* : diabetes pedigree function;
* : age (years);

library(mlbench)  
  
data(PimaIndiansDiabetes)  
diabetes\_df <- as.data.frame(PimaIndiansDiabetes)  
diabetes\_df["diabetes"] <- c(as.integer(diabetes\_df["diabetes"] == "pos"))  
head(diabetes\_df)

## pregnant glucose pressure triceps insulin mass pedigree age diabetes  
## 1 6 148 72 35 0 33.6 0.627 50 1  
## 2 1 85 66 29 0 26.6 0.351 31 0  
## 3 8 183 64 0 0 23.3 0.672 32 1  
## 4 1 89 66 23 94 28.1 0.167 21 0  
## 5 0 137 40 35 168 43.1 2.288 33 1  
## 6 5 116 74 0 0 25.6 0.201 30 0

I randomly split the dataset into a training set (70% of the observations) and a test set (remaining 30% of the observations), such that the class distributions (i.e. the empirical distribution of diabetes) is similar in the two sets.

# Split in train and test sets (we want similar class distributions in the two sets)  
  
positives\_df <- diabetes\_df[diabetes\_df["diabetes"] == "1", ]  
negatives\_df <- diabetes\_df[diabetes\_df["diabetes"] == "0", ]  
  
set.seed(1)  
  
sample\_positives <- sample(c(TRUE, FALSE), nrow(positives\_df), replace = TRUE,   
 prob = c(0.7, 0.3))  
train\_positives <- positives\_df[sample\_positives, ]  
test\_positives <- positives\_df[!sample\_positives, ]  
  
sample\_negatives <- sample(c(TRUE, FALSE), nrow(negatives\_df), replace = TRUE,   
 prob = c(0.7, 0.3))  
train\_negatives <- negatives\_df[sample\_negatives, ]  
test\_negatives <- negatives\_df[!sample\_negatives, ]  
  
# Reunite train and test data  
train\_data <- rbind(train\_positives, train\_negatives)  
test\_data <- rbind(test\_positives, test\_negatives)  
  
# Randomly shuffle train and test sets  
train\_data <- train\_data[sample(1:nrow(train)), ]  
test\_data <- test\_data[sample(1:nrow(test)), ]

## kNN

The first step for this classification problem is to apply a k-Nearest Neighbor method. The idea is to compare the error estimates obtained using 5-fold cross-validation, Leave-One-Out cross-validation and the actual test error I would have obtained when fitting k-NN for the different values of k. The following plot shows the obtained results.

fold5\_errors <- knn.cv(x = as.matrix(subset(train\_data,select=-diabetes)), y = train\_data$diabetes,   
 nfolds = 5, stratified = TRUE, seed = TRUE, k = c(1:150),  
 dist.type = "euclidean", type = "C")  
loo\_errors <- knn.cv(x = as.matrix(subset(train\_data,select=-diabetes)), y = train\_data$diabetes,   
 nfolds = nrow(train), stratified = TRUE, seed = TRUE, k = c(1:150),  
 dist.type = "euclidean")  
predictions\_knn <- knn(xnew = as.matrix(subset(test\_data, select = -diabetes)), y = train\_data$diabetes,  
 x = as.matrix(subset(train\_data, select = -diabetes)), k = c(1:150), type = "C")  
test\_errors\_knn <- colMeans(abs(predictions\_knn - test\_data$diabetes))  
  
plot(1:150, 1 - fold5\_errors$crit, type = "l", ylim = c(0.25, 0.45), col = "blue", xlab = "k",   
 ylab = "Error")  
lines(1:150, 1 - loo\_errors$crit, col = "red")  
lines(1:150, test\_errors\_knn, col = "green")  
title("Comparing error estimates")  
legend("bottomright", legend = c("5-fold cv", "LOO cv", "Test Errors"), col =   
 c("blue", "red", "green"), lty = 1)
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It can be immediately noticed that cross-validation (both with 5-folds and LOO) tends to underestimate the error, especially for small values of k.

I save the values of the lowest test errors related to each of the three methods.

k\_min\_5fold <- which.min(1 - fold5\_errors$crit)  
k\_min\_loo <- which.min(1 - loo\_errors$crit)  
k\_min\_knn <- which.min(test\_errors\_knn)  
  
sprintf("k with 5-fold cv: %s", k\_min\_5fold)

## [1] "k with 5-fold cv: 5"

sprintf("k with LOO cv: %s", k\_min\_loo)

## [1] "k with LOO cv: 11"

sprintf("k with kNN: %s", k\_min\_knn)

## [1] "k with kNN: 12"

test\_err\_5fold <- 1 - fold5\_errors$crit[k\_min\_5fold]  
test\_err\_loo <- 1- loo\_errors$crit[k\_min\_loo]  
test\_err\_knn <- test\_errors\_knn[k\_min\_knn]  
sprintf('Test error with 5-fold cv: %s', test\_err\_5fold)

## [1] "Test error with 5-fold cv: 0.248062015503876"

sprintf('Test error with LOO cv: %s', test\_err\_loo)

## [1] "Test error with LOO cv: 0.255813953488372"

sprintf('Actual test error with kNN: %s', test\_err\_knn)

## [1] "Actual test error with kNN: 0.314465408805031"

## Generalized Additive Model

Next, I fit a Generalized Additive Model with splines and use a variable selection method to find the best model.

model\_gam <- mgcv::gam(diabetes ~ s(pregnant, k = 5) + s(glucose, k = 5) + s(pressure, k = 5) +   
 s(triceps, k = 5) + s(insulin, k = 5) + s(mass, k = 5) + s(pedigree, k = 5) +   
 s(age, k = 5), data = train\_data, family = binomial())  
summary(model\_gam)

##   
## Family: binomial   
## Link function: logit   
##   
## Formula:  
## diabetes ~ s(pregnant, k = 5) + s(glucose, k = 5) + s(pressure,   
## k = 5) + s(triceps, k = 5) + s(insulin, k = 5) + s(mass,   
## k = 5) + s(pedigree, k = 5) + s(age, k = 5)  
##   
## Parametric coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 0.1247 0.1896 0.658 0.511  
##   
## Approximate significance of smooth terms:  
## edf Ref.df Chi.sq p-value   
## s(pregnant) 1.000 1.000 0.033 0.85684   
## s(glucose) 3.868 3.988 41.321 < 2e-16 \*\*\*  
## s(pressure) 1.718 2.087 3.669 0.17192   
## s(triceps) 1.000 1.000 1.042 0.30735   
## s(insulin) 1.000 1.000 0.017 0.89497   
## s(mass) 3.843 3.979 18.075 0.00115 \*\*   
## s(pedigree) 1.000 1.000 8.107 0.00441 \*\*   
## s(age) 2.608 3.135 12.902 0.00568 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## R-sq.(adj) = 0.434 Deviance explained = 40.3%  
## UBRE = -0.084607 Scale est. = 1 n = 387

The result shows that only 4 variables are significant, so I have to remove the non significant variables from the model:

# Remove the non significant variables  
model\_gam <- mgcv::gam(diabetes ~ s(glucose, k = 5) + s(mass, k = 5) + s(pedigree, k = 5) +   
 s(age, k = 5), data = train\_data, family = binomial())  
summary(model\_gam)

##   
## Family: binomial   
## Link function: logit   
##   
## Formula:  
## diabetes ~ s(glucose, k = 5) + s(mass, k = 5) + s(pedigree, k = 5) +   
## s(age, k = 5)  
##   
## Parametric coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 0.1091 0.1876 0.581 0.561  
##   
## Approximate significance of smooth terms:  
## edf Ref.df Chi.sq p-value   
## s(glucose) 3.846 3.984 46.809 < 2e-16 \*\*\*  
## s(mass) 3.847 3.980 16.087 0.00175 \*\*   
## s(pedigree) 1.000 1.000 6.771 0.00927 \*\*   
## s(age) 2.484 2.996 22.153 5.43e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## R-sq.(adj) = 0.421 Deviance explained = 38.8%  
## UBRE = -0.089439 Scale est. = 1 n = 387

Now, all the variables are significant.

The following plots show the relationship between the 4 significant variables and the response.

par(mfrow = c(2,2))  
plot(model\_gam)
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Finally, I compute the train error and the test error for GAM:

ypredict\_train <- predict(model\_gam, newdata = subset(train\_data, select = -diabetes), type = "response")  
ypredict\_train <- as.factor(as.integer(ypredict\_train >= 0.5))  
gam\_train\_error = mean((ypredict\_train != train\_data$diabetes))  
sprintf("Train error GAM: %s", gam\_train\_error)

## [1] "Train error GAM: 0.219638242894057"

ypredict\_test <- predict(model\_gam, newdata = subset(test\_data, select = -diabetes), type = "response")  
ypredict\_test <- as.factor(as.integer(ypredict\_test >= 0.5))  
gam\_test\_error = mean((ypredict\_test != test\_data$diabetes))  
sprintf("Test error GAM: %s", gam\_test\_error)

## [1] "Test error GAM: 0.289308176100629"

## Classification tree

Now, I start to consider tree-based methods for classifications. The first model I fit is the classification tree, starting from a full tree and then pruning it.

set.seed(1)  
  
# Grow the tree  
classification\_tree <- rpart(diabetes ~ . , data = train\_data, control = rpart.control(cp=0),   
 method = "class")  
plotcp(classification\_tree)
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classification\_tree$cptable

## CP nsplit rel error xerror xstd  
## 1 0.455026455 0 1.0000000 1.0582011 0.05201379  
## 2 0.034391534 1 0.5449735 0.6084656 0.04756813  
## 3 0.021164021 3 0.4761905 0.5925926 0.04720175  
## 4 0.014550265 5 0.4338624 0.6031746 0.04744784  
## 5 0.010582011 9 0.3756614 0.5555556 0.04628091  
## 6 0.008818342 11 0.3544974 0.5767196 0.04681859  
## 7 0.007936508 14 0.3280423 0.5767196 0.04681859  
## 8 0.005291005 16 0.3121693 0.5820106 0.04694820  
## 9 0.003527337 18 0.3015873 0.5820106 0.04694820  
## 10 0.000000000 21 0.2910053 0.5661376 0.04655364

The minimum value of cp = 0.010582011, so I prune it at this value.

class\_tree <- prune(classification\_tree, cp = 0.010582011)  
par(mar = c(2, 2, 2, 2))  
plot(class\_tree, main = "Pruned Tree")  
text(class\_tree, cex = 0.5, col = "blue")
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The corresponding train and test errors are:

tree\_train\_error <- mean(predict(class\_tree, subset(train\_data, select = -diabetes), type = "class")  
 != train\_data$diabetes)  
sprintf("Train error Classification Tree: %s", tree\_train\_error)

## [1] "Train error Classification Tree: 0.183462532299742"

tree\_test\_error <- mean(predict(class\_tree, subset(test\_data, select = -diabetes), type = "class")   
 != test\_data$diabetes)  
sprintf("Train error Classification Tree: %s", tree\_test\_error)

## [1] "Train error Classification Tree: 0.276729559748428"

## Bagged trees

I now consider another tree-based method, by constructing and evaluating an ensemble of bagged trees. The train and the test errors are then computed.

train\_data$diabetes <- as.factor(train\_data$diabetes)  
test\_data$diabetes <- as.factor(test\_data$diabetes)  
  
bagged\_tree <- ipred::bagging(diabetes ~ . , data = train\_data, nbagg = 100)  
bagged\_train\_error <- mean(predict(bagged\_tree, subset(train\_data, select = -diabetes), type = "class")  
 != train\_data$diabetes)  
sprintf("Train error Bagged Trees: %s", bagged\_train\_error)

## [1] "Train error Bagged Trees: 0.00258397932816537"

bagged\_test\_error <- mean(predict(bagged\_tree, subset(test\_data, select = -diabetes), type = "class")   
 != test\_data$diabetes)  
sprintf("Test error Bagged Trees: %s", bagged\_test\_error)

## [1] "Test error Bagged Trees: 0.283018867924528"

## Random forest

The last tree-based method is a Random Forest, for which I used 100 trees. The train and the test errors are then computed.

library(randomForest)

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

##   
## Caricamento pacchetto: 'randomForest'

## Il seguente oggetto è mascherato da 'package:dplyr':  
##   
## combine

## Il seguente oggetto è mascherato da 'package:ggplot2':  
##   
## margin

random\_forest <- randomForest(diabetes ~ . , data = train\_data, ntree = 100)  
forest\_train\_error <- mean(predict(random\_forest, subset(train\_data, select = -diabetes), type = "response")  
 != train\_data$diabetes)  
sprintf("Train error Random Forest: %s", forest\_train\_error)

## [1] "Train error Random Forest: 0"

forest\_test\_error <- mean(predict(random\_forest, subset(test\_data, select = -diabetes), type = "response")   
 != test\_data$diabetes)  
sprintf("Test error Random Forest: %s", forest\_test\_error)

## [1] "Test error Random Forest: 0.320754716981132"

Comparing the results of the errors of the three tree-based methods, it is clear that the results are similar. The test errors of the first two techniques are very close, while for Random Forest the test error is a bit higher.

## Comparison of all the methods

After the fitting of all these classification methods, it is reasonable to make a comparison of all of them, in order to understand which performs better. Since I consider the best method as the one minimizing the test error, I just need the test error values to evaluate the performance of each technique.

methods <- c("kNN with 5-fold cv", "kNN with LOO cv", "GAM", "Classification Tree",  
 "Bagging", "Random Forest")  
  
test\_errors <- c(test\_err\_5fold, test\_err\_loo, gam\_test\_error, tree\_test\_error,  
 bagged\_test\_error, forest\_test\_error)  
df\_comparison <- data.frame(methods, test\_errors)  
names(df\_comparison) <- c("Method", "Test Error")  
df\_comparison

## Method Test Error  
## 1 kNN with 5-fold cv 0.2480620  
## 2 kNN with LOO cv 0.2558140  
## 3 GAM 0.2893082  
## 4 Classification Tree 0.2767296  
## 5 Bagging 0.2830189  
## 6 Random Forest 0.3207547

The above table shows that the lowest test error is obtained with a kNN fitted using 5-fold cross-validation. The result obtained with LOO cross-validation is very good as well. In general, all the test error values shown in the table are similar, so the different models have a similar performance.

## New Dataset

Looking more closely at the data, it has been noted that several values are impossible (e.g., a body mass index of 0). This is due to the fact that some of the observations are actually not zeros, but missing values. So, I now consider the correct dataset and compare the old results of all the methods implemented in the previous points to those obtained after removing all observations that contain missing values.

data(PimaIndiansDiabetes2)  
new\_diabetes\_df <- as.data.frame(PimaIndiansDiabetes2)  
new\_diabetes\_df["diabetes"] <- c(as.integer(new\_diabetes\_df["diabetes"] == "pos"))  
new\_diabetes\_df <- na.omit(new\_diabetes\_df) # remove all the rows containing missing values  
head(new\_diabetes\_df)

## pregnant glucose pressure triceps insulin mass pedigree age diabetes  
## 4 1 89 66 23 94 28.1 0.167 21 0  
## 5 0 137 40 35 168 43.1 2.288 33 1  
## 7 3 78 50 32 88 31.0 0.248 26 1  
## 9 2 197 70 45 543 30.5 0.158 53 1  
## 14 1 189 60 23 846 30.1 0.398 59 1  
## 15 5 166 72 19 175 25.8 0.587 51 1

After the elimination of all the rows containing missing values I can split the dataset in train and test sets, as I did before.

# Split in train and test sets (we want similar class distributions in the two sets)  
  
positives\_df <- new\_diabetes\_df[new\_diabetes\_df["diabetes"] == 1, ]  
negatives\_df <- new\_diabetes\_df[new\_diabetes\_df["diabetes"] == 0, ]  
  
set.seed(1)  
  
sample\_positives <- sample(c(TRUE, FALSE), nrow(positives\_df), replace = TRUE,   
 prob = c(0.7, 0.3))  
train\_positives <- positives\_df[sample\_positives, ]  
test\_positives <- positives\_df[!sample\_positives, ]  
  
sample\_negatives <- sample(c(TRUE, FALSE), nrow(negatives\_df), replace = TRUE,   
 prob = c(0.7, 0.3))  
train\_negatives <- negatives\_df[sample\_negatives, ]  
test\_negatives <- negatives\_df[!sample\_negatives, ]  
  
# Reunite train and test data  
train\_data <- rbind(train\_positives, train\_negatives)  
test\_data <- rbind(test\_positives, test\_negatives)  
  
# Randomly shuffle train and test sets  
train\_data <- na.omit(train\_data[sample(1:nrow(train)), ])  
test\_data <- na.omit(test\_data[sample(1:nrow(test)), ])

Now, I apply and fit all the methods, as I did with the complete dataset:

fold5\_errors <- knn.cv(x = as.matrix(subset(train\_data, select = -diabetes)), y = train\_data$diabetes,   
 nfolds = 5, stratified = TRUE, seed = TRUE, k = c(1:150),  
 dist.type = "euclidean", type = "C")  
loo\_errors <- knn.cv(x = as.matrix(subset(train\_data, select = -diabetes)), y = train\_data$diabetes,   
 nfolds = nrow(train\_data), stratified = TRUE, seed = TRUE, k = c(1:150),  
 dist.type = "euclidean", type = "C")  
predictions\_knn <- knn(xnew = as.matrix(subset(test\_data, select = -diabetes)), y = train\_data$diabetes,  
 x = as.matrix(subset(train\_data, select = -diabetes)), k = c(1:150), type = "C")  
test\_errors\_knn <- colMeans(abs(predictions\_knn - test\_data$diabetes))  
  
  
# plot the results  
plot(1:150, 1 - fold5\_errors$crit, type = "l", ylim = c(0.20, 0.38), col = "blue", xlab = "k",   
 ylab = "Error")  
lines(1:150, 1 - loo\_errors$crit, col = "red")  
lines(1:150, test\_errors\_knn, col = "green")  
title("Comparing error estimates")  
legend("bottomright", legend = c("5-fold cv", "LOO cv", "Test Errors"), col = c("blue", "red", "green"),   
 lty = 1)
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From the graph, we can notice that now, for k equal to 70 onward, the use of cross-validation does not generate an underestimation of the error anymore: the three lines in the plot have similar values.

k\_min\_5fold <- which.min(1 - fold5\_errors$crit)  
k\_min\_loo <- which.min(1 - loo\_errors$crit)  
k\_min\_knn <- which.min(test\_errors\_knn)  
  
sprintf("k with 5-fold cv: %s", k\_min\_5fold)

## [1] "k with 5-fold cv: 22"

sprintf("k with LOO cv: %s", k\_min\_loo)

## [1] "k with LOO cv: 26"

sprintf("k with kNN: %s", k\_min\_knn)

## [1] "k with kNN: 12"

test\_err\_5fold\_2 <- 1 - fold5\_errors$crit[k\_min\_5fold]  
test\_err\_loo\_2 <- 1- loo\_errors$crit[k\_min\_loo]  
test\_err\_knn\_2 <- test\_errors\_knn[k\_min\_knn]  
sprintf('Test error with 5-fold cv: %s', test\_err\_5fold\_2)

## [1] "Test error with 5-fold cv: 0.214285714285714"

sprintf('Test error with LOO cv: %s', test\_err\_loo\_2)

## [1] "Test error with LOO cv: 0.210714285714286"

sprintf('Test error with kNN: %s', test\_err\_knn\_2)

## [1] "Test error with kNN: 0.25"

model\_gam <- mgcv::gam(diabetes ~ s(pregnant, k = 5) + s(glucose, k = 5) + s(pressure, k = 5) +   
 s(triceps, k = 5) + s(insulin, k = 5) + s(mass, k = 5) + s(pedigree, k = 5) +   
 s(age, k = 5), data = train\_data, family = binomial())  
summary(model\_gam)

##   
## Family: binomial   
## Link function: logit   
##   
## Formula:  
## diabetes ~ s(pregnant, k = 5) + s(glucose, k = 5) + s(pressure,   
## k = 5) + s(triceps, k = 5) + s(insulin, k = 5) + s(mass,   
## k = 5) + s(pedigree, k = 5) + s(age, k = 5)  
##   
## Parametric coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.2115 0.1972 -6.144 8.06e-10 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Approximate significance of smooth terms:  
## edf Ref.df Chi.sq p-value   
## s(pregnant) 1.685 2.069 1.954 0.35756   
## s(glucose) 1.000 1.000 30.589 < 2e-16 \*\*\*  
## s(pressure) 1.220 1.410 0.622 0.70227   
## s(triceps) 1.000 1.000 0.193 0.66052   
## s(insulin) 3.768 3.968 10.614 0.02650 \*   
## s(mass) 1.000 1.000 2.961 0.08531 .   
## s(pedigree) 1.000 1.000 7.766 0.00532 \*\*   
## s(age) 1.930 2.411 4.807 0.11911   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## R-sq.(adj) = 0.435 Deviance explained = 39.6%  
## UBRE = -0.14068 Scale est. = 1 n = 280

# Remove the non significant variables  
model\_gam <- mgcv::gam(diabetes ~ glucose + pedigree + s(insulin, k = 5),   
 data = train\_data, family = binomial())  
summary(model\_gam)

##   
## Family: binomial   
## Link function: logit   
##   
## Formula:  
## diabetes ~ glucose + pedigree + s(insulin, k = 5)  
##   
## Parametric coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -7.503205 0.985063 -7.617 2.60e-14 \*\*\*  
## glucose 0.044861 0.006979 6.428 1.29e-10 \*\*\*  
## pedigree 1.622236 0.496454 3.268 0.00108 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Approximate significance of smooth terms:  
## edf Ref.df Chi.sq p-value   
## s(insulin) 3.81 3.979 12.97 0.00959 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## R-sq.(adj) = 0.364 Deviance explained = 32.1%  
## UBRE = -0.095318 Scale est. = 1 n = 280

ypredict\_train <- predict(model\_gam, newdata = subset(train\_data, select = -diabetes), type = "response")  
ypredict\_train <- as.factor(as.integer(ypredict\_train >= 0.5))  
gam\_train\_error\_2 = mean((ypredict\_train != train\_data$diabetes))  
sprintf("Train error GAM: %s", gam\_train\_error\_2)

## [1] "Train error GAM: 0.185714285714286"

ypredict\_test <- predict(model\_gam, newdata = subset(test\_data, select = -diabetes), type = "response")  
ypredict\_test <- as.factor(as.integer(ypredict\_test >= 0.5))  
gam\_test\_error\_2 = mean((ypredict\_test != test\_data$diabetes))  
sprintf("Test error GAM: %s", gam\_test\_error\_2)

## [1] "Test error GAM: 0.303571428571429"

set.seed(2)  
  
# Grow the tree  
classification\_tree <- rpart(diabetes ~ . , data = train\_data, control = rpart.control(cp = 0),   
 method = "class")  
plotcp(classification\_tree)
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classification\_tree$cptable

## CP nsplit rel error xerror xstd  
## 1 0.318681319 0 1.0000000 1.0000000 0.08612539  
## 2 0.142857143 1 0.6813187 0.7252747 0.07804740  
## 3 0.018315018 2 0.5384615 0.5824176 0.07203283  
## 4 0.010989011 5 0.4835165 0.6813187 0.07634906  
## 5 0.004395604 6 0.4725275 0.7142857 0.07763463  
## 6 0.000000000 11 0.4505495 0.7142857 0.07763463

class\_tree\_10 <- prune(classification\_tree, cp = 0.018315018)  
par(mar = c(2, 2, 2, 2))  
plot(class\_tree\_10, main = "Pruned Tree")  
text(class\_tree\_10, cex = 0.5, col = "blue")
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tree\_train\_error\_2 <- mean(predict(class\_tree\_10, subset(train\_data, select = -diabetes), type = "class")  
 != train\_data$diabetes)  
sprintf("Train error Classification Tree: %s", tree\_train\_error\_2)

## [1] "Train error Classification Tree: 0.157142857142857"

tree\_test\_error\_2 <- mean(predict(class\_tree\_10, subset(test\_data, select = -diabetes), type = "class")   
 != test\_data$diabetes)  
sprintf("Train error Classification Tree: %s", tree\_test\_error\_2)

## [1] "Train error Classification Tree: 0.3125"

train\_data$diabetes <- as.factor(train\_data$diabetes)  
test\_data$diabetes <- as.factor(test\_data$diabetes)  
  
bagged\_tree <- ipred::bagging(diabetes ~ . , data = train\_data, nbagg = 100)  
bagged\_train\_error\_2 <- mean(predict(bagged\_tree, subset(train\_data, select = -diabetes), type = "class")  
 != train\_data$diabetes)  
sprintf("Train error Bagged Trees: %s", bagged\_train\_error\_2)

## [1] "Train error Bagged Trees: 0"

bagged\_test\_error\_2 <- mean(predict(bagged\_tree, subset(test\_data, select = -diabetes), type = "class")   
 != test\_data$diabetes)  
sprintf("Train error Bagged Trees: %s", bagged\_test\_error\_2)

## [1] "Train error Bagged Trees: 0.25"

random\_forest <- randomForest(diabetes ~ . , data = train\_data, ntree = 100, mtry=2)  
forest\_train\_error\_2 <- mean(predict(random\_forest, subset(train\_data, select = -diabetes), type = "response")  
 != train\_data$diabetes)  
sprintf("Train error Random Forest: %s", forest\_train\_error\_2)

## [1] "Train error Random Forest: 0"

forest\_test\_error\_2 <- mean(predict(random\_forest, subset(test\_data, select = -diabetes), type = "response")   
 != test\_data$diabetes)  
sprintf("Train error Random Forest: %s", forest\_test\_error\_2)

## [1] "Train error Random Forest: 0.205357142857143"

After thf fitting of all the methods, it is possible to make a comparison of the new results with the previous ones. The following table show what I obtained.

methods <- c("kNN with 5-fold cv", "kNN with LOO cv", "GAM", "Classification Tree",  
 "Bagging", "Random Forest")  
  
test\_errors <- c(test\_err\_5fold, test\_err\_loo, gam\_test\_error, tree\_test\_error,  
 bagged\_test\_error, forest\_test\_error)  
test\_errors\_2 <- c(test\_err\_5fold\_2, test\_err\_loo\_2, gam\_test\_error\_2, tree\_test\_error\_2,  
 bagged\_test\_error\_2, forest\_test\_error\_2)  
df\_comparison <- data.frame(methods, test\_errors, test\_errors\_2)  
names(df\_comparison) <- c("Method", "Test Error 1", "Test error 2")  
df\_comparison

## Method Test Error 1 Test error 2  
## 1 kNN with 5-fold cv 0.2480620 0.2142857  
## 2 kNN with LOO cv 0.2558140 0.2107143  
## 3 GAM 0.2893082 0.3035714  
## 4 Classification Tree 0.2767296 0.3125000  
## 5 Bagging 0.2830189 0.2500000  
## 6 Random Forest 0.3207547 0.2053571

The results related to the correct dataset, as expected, are better. This is due to the fact that the data I removed were not correct (since they were set to 0 even if they were missing values). Therefore, with the correct data, the performance of almost all the models (except fro GAM and Classification Tree) is improved. In this case, the best model is Random Forest. kNN with LOO and 5-fold cross validation still have a good performance, very close to the one of Random Forest. Bagging has an intermediate position, while GAM and classification trees are the worst ones.