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ABSTRACT

A conservative scheme for a compressible nonhydrostatic model including moist processes is formulated and
is tested for experiments involving a squall line. The scheme is based on the flux form equations of total density,
momentum, total energy, and the densities of water substance. The time-splitting scheme is used for the temporal
scheme. In the small time step integration, the horizontal components of momentum are explicitly integrated,
while the vertical components of momentum, density, and total energy are implicitly integrated. In particular,
the flux form equation for the total energy is used to guarantee the conservation of the total energy. The internal
energy is obtained by subtracting the kinetic energy and the potential energy from the total energy. This method
is advantageous for the energy budget analysis. Only the warm rain cloud process is included for cloud physics.
Using the squall-line experiments, the water budget and the energy budget are diagnosed and it is confirmed
that the conservation of water and total energy is well satisfied.

As a quantitative improvement, more accurate formulas are used for the thermodynamics of the moist at-
mosphere by taking account of the effects of specific heats of the water substance and the temperature dependency
of latent heat. These effects are generally neglected in most numerical models. If accurate moist thermodynamics
are used, the total rain is reduced by more than 10% in comparison to the case when the simplified thermodynamics
are used. The transportations of physical quantities due to rain are also appropriately introduced using a higher-
order advection scheme. In the flux-form formulation, it is found that the change in energy due to the transportation
of rain cannot be neglected in general, while that in momentum could be negligible.

1. Introduction

The understanding of the interactions between clouds
and radiation is very important for the study of climate
variability. Since the cloud feedback processes are am-
biguously represented in the current global models (e.g.,
Tsusima and Manabe 2001), the importance of climate
simulations with higher-resolution models that can di-
rectly resolve cloud motions is much appreciated. In a
near future, it is thought possible to perform climate
simulations with a long time integration using a high-
resolution global model with horizontal resolution of
less than 10 km. As the horizontal resolution of the
models approaches a depth of the atmosphere of 10 km,
the primitive equation models with the hydrostatic bal-
ance will be inappropriate for representation of the finest
resolvable motions in the models. One should switch to
using the nonhydrostatic equations for the global models
instead of the hydrostatic primitive equations (Semazzi
et al. 1995; Cullen et al. 1997; Qian et al. 1998; Smo-
larkiewicz et al. 2001; Yeh et al. 2002).

Cloud feedback processes are also studied by an an-
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other approach by using the regional nonhydrostatic
models. Nowadays, the regional nonhydrostatic models
are being used as cloud ensemble models (CEM) instead
of cloud-resolving models (CRM). While CRMs are
used for simulations of evolution of a single cloud,
CEMs encompass simulations of interactions of number
of cloud systems. As more and more numerical resourc-
es such as massive parallel computers become available,
direct numerical calculations of moist convection in a
wider domain are carried out using CEMs. For under-
standing cloud feedback processes, CEMs are used for
calculations of statistical states of radiative–convective
equilibrium by directly simulating moist convection for
several tens of days in a region of more than several
hundred kilometers (Nakajima and Matsuno 1988; Held
et al. 1993; Tompkins and Craig 1998, 1999; Xu and
Randall 1999; Tao et al. 1999; Tompkins 2001).

Most of the existing CEMs are developed, however,
for a few days forecast on a regional scale and are not
intended for climate simulations with long time inte-
grations. In particular, numerical schemes of these re-
gional models do not guarantee the conservation of
physical quantities such as mass and energy, which are
important for climate studies. Recently, conservative
schemes of the nonhydrostatic models are proposed to
overcome these shortcomings (Gallus and Rančić 1996;
Klemp et al. 2000; Xue et al. 2000; Satoh 2002).
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TABLE 1. Physical constants.

Parameter Value

Molecular weight of dry air
Molecular weight of water
Universal gas constant
Gas constant of dry air
Gas constant of vapor

md 5 28.964 3 1023 kg mol21

mw 5 18.015 3 1023 kg mol21

R* 5 8.3143 J mol21 K
Rd 5 R*/md 5 287.04 J kg21 K21

Ry 5 R*/my 5 461.50 J kg21 K21

Specific heat of dry air at constant pressure
Specific heat of dry air at constant volume
Specific heat of vapor at constant pressure
Specific heat of vapor at constant volume
Specific heat of liquid water

Cpd 5 1004.6 J kg21 K21

Cyd 5 Cpd 2 Rd 5 717.56 J kg21 K21

Cpy 5 1850.0 J kg21 K21

Cyy 5 Cpy 2 Ry 5 1389.0 J kg21 K21

Cl 5 4218.0 J kg21 K21

Latent heat at 08C
Latent heat at 0 K
Saturation vapor pressure at 08C
Reference pressure
Reference temperature

L0 5 2.5008 3 106 J kg21

L00 5 L0 1 (Cpy 2 Ct) T0 5 3.14762 3 106 J kg21

p 5 610.7 Pa*0
p0 5 1.0 3 105 Pa
T0 5 273.15 K

The conservative scheme developed by Satoh (2002)
is based on the flux form equations of density, momen-
tum, and internal energy. The proposed nonhydrostatic
model uses the horizontally explicit and vertically im-
plicit time integration scheme for sound and gravity
waves and can be extended to employ the time-splitting
technique. Satoh (2002) intended to develop the nu-
merical scheme in order to use it as a dynamical core
of a high-resolution nonhydrostatic global circulation
model, which is now being developed using the ico-
sahedral grid proposed by Tomita et al. (2001). In Satoh
(2002), only the formulation for the dry atmosphere is
presented. Several experiments of the dry dynamics
were performed and showed that the domain-averaged
mass and total energy are well conserved. It is clear,
however, that physical processes such as cloud, radia-
tion, and turbulence must be introduced with appropriate
boundary conditions in order to use the proposed nu-
merical scheme for climate studies. Among them, the
introduction of moist processes is the first key step to
use the model as the CRM or the CEM. Only after its
validity is confirmed through calculations of moist cir-
culations in a regional model, we can proceed to the
next step of the model development, that is, the devel-
opment of a global cloud ensemble model.

Very recently, the treatment of moist processes in the
flux form equations is considered by Ooyama (1990,
2001). Using the density and the moist entropy as prog-
nostic variables, Ooyama obtained the saturation con-
dition of air parcels. Ooyama also formulated the trans-
portations of mass, momentum, and energy associated
with precipitation. Although the governing equations of
Satoh (2002) have many similarities to the flux form
equations of Ooyama, Satoh (2002) uses the internal
energy instead of the entropy as a prognostic variable
to guarantee the conservation of energy. Since Ooya-
ma’s formulation is based on entropy, we need some
modifications to Ooyama (2001) if moist processes are
introduced.

Our ultimate goal is to develop a global nonhydro-
static climate model that can more accurately simulate

interactions between clouds and radiation. In this study,
as one of the necessary steps toward the goal and as an
extension of Satoh (2002), we describe a formulation
of the conservative nonhydrostatic equations with moist
processes. Although the ice phase processes are very
important for the realistic representation of clouds, we
only consider the warm rain process to concentrate on
the formulation of numerical schemes. In section 2, first,
we review the moist thermodynamics. In particular, we
use an accurate expression of moist energy by taking
account of the effects of specific heats of water sub-
stance and dependency of the latent heat on temperature.
Following the descriptions of the governing equations
and the energy budget in section 3, we formulate a nu-
merical scheme that guarantees the conservation of the
domain-averaged mass, momentum, and total energy in
section 4. We perform a couple of numerical experi-
ments with moist convection in section 5. Conclusions
are given in section 6.

2. Moist thermodynamics

The thermodynamic expressions of the moist atmo-
sphere are reviewed in this section. We assume that air
parcels consist of dry air, vapor, and liquid water, and
that liquid water is further divided into cloud water and
rainwater. Cloud water is in phase equilibrium with va-
por in the air and is airborne, while rainwater is pre-
cipitating. All the liquid water has the same temperature
as that of the surrounding air. We do not consider ice
phase throughout this study. The symbols of the con-
stants are listed in Table 1.

a. Latent heat and saturation vapor pressure

In general, the relations between the latent heat L, the
specific heat of vapor at constant pressure Cpy , the spe-
cific heat of liquid water Cl, and the saturation vapor
pressure p* are given by Kirchhoff’s law and the Clau-
sius–Clapeyron equation:
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FIG. 1. Dependency of latent heat of vaporization on temperature
(solid). Here, L0 is the latent heat at T0 5 08C and L00 is the latent
heat at 0 K. The dashed line is based on List (1951).

dL dp* Lp*
5 C 2 C , 5 . (1)py l 2dT dT R Ty

Neglecting temperature dependency of specific heats,
we have consistent expressions for L and p* with the
above formulas as

L 5 L 1 (C 2 C )(T 2 T )0 py l 0

5 L 1 (C 2 C )T, (2)00 py l

(C 2C )/Rpy l yT L 1 100p*(T ) 5 p* exp 2 , (3)0 1 2 1 2[ ]T R T T0 y 0

where we have defined L00 5 L0 1 (Cpy 2 Cl)T0, which
represents the latent heat at the temperature 0 K. It
should be noted that L00 is quite different from L0, which
is the latent heat at 08C as shown in Table 1. The de-
pendency of the latent heat on temperature is displayed
in Fig. 1. Compared with values between 2208 and 308C
from List (1951) the maximum errors of Eqs. (2) and
(3) are 0.13% for the saturation vapor, and 0.046% for
the latent heat. Thus, even if the specific heats are as-
sumed to be constant, these expression give good ap-
proximations.

In some numerical models in meteorology, more ac-
curate expressions of the saturation vapor pressure based
on experimental formula such as Teten’s formula or
Goff–Gratch’s equation are used. In such formulations,
to keep the thermodynamic consistency, one needs to
define a corresponding latent heat L(T) from Eq. (1). In
contrast, some models use the following simplified ex-
pressions:

L 1 10L 5 L , p*(T ) 5 p* exp 2 . (4)0 0 1 2[ ]R T Ty 0

In this case, the use of a constant value L0 may cause
an quantitative error since it varies up to about 5% with-
in the temperature range from 2208 to 308C.

In Ooyama (1990), Cpy is assumed to be constant and
a function p*(T) is externally specified to determine the
temperature dependencies of L(T) and Cl(T). Although

Cl is almost constant in fact, Ooyama (1990) introduced
its dependency on temperature in order to integrally treat
the latent heats and the saturation vapor pressures on
water and ice. Since we do not consider the ice phase
in this study, we do not follow Ooyama’s approach and
simply assume that the two specific heats are constant.

b. Thermodynamic expressions

We assume that all of the specific heats of dry air
and water substance are constant irrespective of tem-
perature (Table 1), and use the expressions of the latent
heat [Eq. (2)] and the saturation vapor pressure [Eq.
(3)]. We denote the mass concentration of dry air by
qd, that of vapor (or specific humidity) by qy , and that
of liquid water by ql. We generally have qd 1 qy 1 ql

5 1. We also denote the total mass concentration of
water substance by qw 5 qy 1 ql. The mass concentra-
tion of liquid water is divided into that of cloud water,
qc, and that of rain, qr: ql 5 qc 1 qr. We denote the
mass concentration of the sum of the airborne water
substance by qm 5 qy 1 qc. We neglect the volume of
the liquid phase; this assumption is consistent with the
Clausius–Clapeyron equation (1). The equation of state
reads

p 5 r(q R 1 q R )T,d d y y (5)

where r is total density and p is pressure.
The expressions of enthalpy h, internal energy e, and

entropy s per unit mass are summarized as follows (e.g.,
Emanuel 1994). The subscripts d, y, and l are used to
denote quantities of dry air, vapor, and liquid water per
unit volume, respectively. In the case of a mixture of
various phases, the expressions of energy depend on the
origin of energy. We specify the origin of energy as the
energy of the liquid water at 0 K: hl(T 5 0 K) 5 0.
Thus, we generally have

h 5 q h 1 q h 1 q h , (6)d d y y l l

p
e 5 h 2 5 q e 1 q e 1 q e , and (7)d d y y l lr

s 5 q s 1 q s 1 q s , (8)d d y y l l

where

h 5 C T, h 5 C T 1 L , h 5 C T and (9)d pd y py 00 l l

e 5 C T, e 5 C T 1 L , e 5 C T, (10)d yd y yy 00 l l

and

T p T rd ds 5 C ln 2 R ln 5 C ln 2 R ln , (11)d pd d yd dT p T r0 0 0 0

T p Ly 0s 5 C ln 2 R ln 1y py yT p* T0 0 0
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T r Ly 05 C ln 2 R ln 1 , and (12)yy yT r* T0 0 0

T
s 5 C ln , (13)l l T0

where ri 5 rqi (i 5 d, y, l), pi 5 riRiT (i 5 d, y), p0

5 r0RdT0, and 5 Ry T0. We also havep* r*0 0

h 2 h 5 L 1 (C 2 C )T 5 L and (14)y l 00 py l

e 2 e 5 L 1 (C 2 C )T 5 L 2 R T. (15)y l 00 yy l y

Letting the entropy of vapor at saturation vapor pressure
be , we haves*y

T
s* 2 s 5 (C 2 C ) lny l py l T0

p* L L02 R ln 1 5 . (16)y p* T T0 0

This equation is the definition of the latent heat and can
be confirmed by substituting Eqs. (2) and (3).

c. Saturation condition

We assume air parcels are not supersaturated. On this
assumption, the mass concentration of cloud water is
diagnostically determined by the excess of water over
the saturation vapor concentration. Hereafter, such a di-
agnostic calculation for the saturation condition is called
the adjustment process. The values of vapor, cloud wa-
ter, and temperature are redefined at the adjustment pro-
cess. Denoting the mass concentration of the airborne
water before the adjustment process as qm 5 qy 1 qc,
the vapor and the cloud water after the adjustment are
diagnostically given by

q 5 min(q , q*(T)) and q 5 q 2 q ,y m y c m y (17)

where T is the temperature after the adjustment process
and (T) 5 p*(T)/(rRy T) is the saturation specific hu-q*y
midity at temperature T. The density r does not change
during the adjustment process.

We need to know whether air parcels are saturated or
not if r, qi (i 5 y, c, r), and if e of air parcels are known.
To determine the saturation condition, a method similar
to the one proposed by Ooyama (1990, 2001) can be
used. Ooyama compares the two temperatures for the
case where all the water substance is contained as vapor
and the case where vapor and liquid phases are in phase
equilibrium under the condition that r, qm, and the en-
tropy s are given. We use the internal energy e instead
of the entropy to estimate the temperatures for the two
cases.

If all the cloud water is evaporated to vapor, the in-
ternal energy is expressed as

e 5 E (r, q , q , T ) [ q e 1 q e 1 q e1 m r d d m y r l

5 [(1 2 q 2 q )C 1 q C 1 q C ]Tm r yd m yy r l

1 q L . (18)m 00

If the vapor and the cloud water are in phase equilib-
rium, the internal energy is given as

e 5 E (r, q , q , T ) [ q e 1 q*e 1 (q 1 q )e2 m r d d y y c r l

5 [(1 2 q 2 q )C 1 (q 1 q )C ]Tm r yd m r l

1 q*(r, T )[L(T ) 2 R T )]. (19)y y

The above two equations are solved for temperature, T1

and T2, respectively. If supersaturation is prohibited, the
realizable temperature is determined by

T 5 max(T , T ).1 2 (20)

d. Change in internal energy due to latent heat
release

The internal energy of the moist atmosphere e defined
by Eq. (7) contains the contribution of the latent heat.
This might cause a large error in the diagnostic esti-
mation of temperature if the prediction of specific hu-
midity is affected by numerical errors. In order to avoid
these errors, the predictions of temperature and specific
humidity are usually separated in most numerical mod-
els. In our formulation, although we do not choose tem-
perature as a prognostic variable, we can formally sep-
arate the internal energy into the part proportional to
temperature and the rest of it:

e 5 (q C 1 q C 1 q C )T 1 q Ld yd y yy l l y 00

[ e 1 q L and (21)a y 00

e [ (q C 1 q C 1 q C )T. (22)a d yd y yy l l

Here, we may refer to ea as the sensible heat part of the
internal energy and qy L00 as the latent heat part. The
total internal energy e can be called the moist internal
energy. If phase change occurs under the condition that
e and qm 5 qy 1 qc are constant, we have

de 5 2dq L 5 dq L ,a y 00 c 00 (23)

that is, ea is increased by the latent heat release pro-
portional to L00, if a phase change from vapor to liquid
water occurs. It should be noted that L00 is the latent
heat at 0 K and is quite different from the latent heat
at 08C, L0. Since the effects of specific heats of vapor
and liquid water are already included in ea, the net in-
crease of ea due to the change in qy is proportional to
L 2 Ry T 5 (Cyy 2 Cl)T 1 L00.

In section 5, we will compare the numerical results
using the above exact formula with those using a con-
ventional formula of moist thermodynamics, in which
e 5 CydT 1 L0qy , ea 5 CydT, and L 5 L0 are used. In
this case, change in internal energy due to the latent



JUNE 2003 1037S A T O H

heat release is given by dea 5 dqy L0. We will call the
formula based on these conventional expressions the
simplified thermodynamics.

3. Governing equations

Following Ooyama (2001), we use the flux form
equations of the moist atmosphere including the ‘‘warm
rain’’ process. The conservation equations of water sub-
stance (vapor, qy ; cloud water, qc; and rainwater, qr) are
given by

](rq ) ](rq w)y y1 = · (rq v ) 1H y H]t ]z

5 2S 1 S 1 D , (24)conv evap y

](rq ) ](rq w)c c1 = · (rq v ) 1H c H]t ]z

5 S 2 (S 1 S ) 1 D , and (25)conv auto accr c

](rq ) ]r 1 = · (rq v ) 1 [rq (w 1 w )]H r H r r]t ]z

5 (S 1 S ) 2 S 1 D , (26)auto accr evap r

where vH 5 (u, y) is the horizontal components of ve-
locity, w is the vertical velocity, and =H 5 (]/]x, ]/]y).
The warm rain process is parameterized with the bulk
method of Ooyama (2001) or Klemp and Williamson
(1978), where wr is the rainfall velocity (positive up-
ward), Sauto is the generation rate of rain by autoconver-
sion of cloud water into rain, Saccr is the generation rate
of rain by accretion of cloud water, and Sevap is the evap-
oration rate of rainwater into vapor. Here, Sconv is the
conversion rate from vapor to cloud water by conden-
sation or evaporation, and is diagnostically calculated
using the saturation condition described in section 2, and
Dy , Dc, and Dr are diffusion terms. The corresponding
conservation equation of dry air qd is written as

](rq ) ](rq w)d d1 = · (rq v ) 1 5 D . (27)H d H d]t ]z

Summing up Eqs. (24)–(26) and (27), we obtain the
conservation of mass, or the total mass density r, as

]r ]
1 = · (rv ) 1 (rw 1 rq w ) 5 0, (28)H H r r]t ]z

where Dd 1 Dy 1 Dc 1 Dr 5 0 is assumed.1 The
transport of mass due to rain rqrwr enters into the ver-
tical flux. We use the equation of total mass density (28)
as one of the prognostic equations of the numerical mod-
el; in contrast, Ooyama (2001) and Klemp et al. (2000)
use the equation of density of dry air [Eq. (27)].

Since the mass transport due to rain is introduced into
the vertical flux of the equation of mass, the transfor-

1 Precisely, the constraint Dd 1 Dy 1 Dc 5 0 holds since rv is the
mass flux of the airborne components.

mation formula from the flux form equation to the ad-
vective form equation has additional terms as derived
by Ooyama (2001). If the flux form equation for a scalar
quantity a is given as

](ra) ]
1 = · (rav ) 1 [(rw 1 rq w )a] 5 S, (29)H H r r]t ]z

the corresponding advective form equation is written by
using Eq. (28) as

da ]a
r 5 2rq w 1 S. (30)r rdt ]z

The equations of horizontal and vertical components
of momentum are given as

](rv ) ]H 1 = · (rv v ) 1 (rv w 1 rq v w )H H H H r H r]t ]z

5 2= p 1 F and (31)H H

](rw) ]
1 = · (rwv ) 1 (rww 1 rq ww )H H r r]t ]z

]p
5 2 2 rg 1 F , (32)z]z

where FH and Fz are the friction terms, and rqrv Hwr

and rqrwwr are the transports of momentum due to rain.
To derive these equations, we use the assumptions as
in Ooyama (2001); the horizontal components of the
velocity of rainwater are the same as those of air, and
the vertical component of velocity of rainwater is given
by the terminal velocity wr. We do not consider the
Coriolis terms throughout this paper.

We use the equation of internal energy following Sa-
toh (2002), which is different from that of Ooyama
(1990, 2001), who uses the equation of entropy. We
should note that there are two expressions of internal
energy. The first is based on the moist internal energy
e defined by Eq. (7). In this case, the equation of moist
internal energy is given by

](re) ]
1 = · (rhv ) 1 (rhw 1 rq e w )H H r r r]t ]z

5 2v · =p 2 rq w g 1 Q9 , (33)r r H

where rqrerwr on the left-hand side is the transport of
internal energy due to rain and 2rqrwrg on the right-
hand side is the heat source due to the release of po-
tential energy associated with precipitation. In general,
er 5 ClT. It should be noted that even if the specific
heat of water is neglected using the simplified ther-
modynamics, the effect of energy change due to rain
must be introduced; the appropriate choice in this case
is er 5 CydT. The term generally represents con-Q9H
vergence of energy fluxes and contains the convergence
of both sensible and latent heat fluxes. It should be noted
that does not contain the latent heat release.Q9H

As a second approach to the equation of internal en-
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ergy, we can use the sensible heat part of the internal
energy ea defined by Eq. (22), which is proportional to
temperature T. The departure of ea from e is the latent
heat part of the internal energy qy L00. We also define
the sensible heat part of enthalpy by

h [ h 2 q L 5 (q C 1 q C 1 q C )T.a y 00 d pd y py l l (34)

Thus, from Eqs. (33) and (24), we obtain

] ]
(re ) 1 = · (rh v ) 1 (rh w 1 rq e w )a H a H a r r r]t ]z

5 2v · =p 2 rq w g 1 L (S 2 S ) 1 Q , (35)r r 00 conv evap H

where L00(Sconv 2 Sevap) is the latent heat release and QH

5 2 L00Dy is the diabatic heating.Q9H
As shown above, we need to consider the transports

of momentum and energy due to rain in the flux form
equations, in general. The computational cost for the
transports due to rain might be high if an accurate trans-
portation scheme is used. Thus, we are motivated to
estimate these effects whether they can be negligible or
not in order to save the computational cost. To simplify
the argument, we consider a situation where rainwater
is supplied to a dry atmosphere and estimate changes
after all the supplied rainwater is fallen out. If the effect
of the transport of energy due to rain is neglected, the
internal energy in a control volume remains the same:
E [ r(qdCyd 1 qrCl)T 5 r9CydT9, where qd 5 1 2 qr,
and the primed quantities are the values after the rain-
water is taken out. Using r9 ø r(1 2 qr) and a typical
rainwater content qr ø 1023 kg kg21, the change in
temperature is estimated as

q Cr lDT 5 T9 2 T 5 T
(1 2 q )Cr yd

2310 3 4218
ø 3 300 5 1.8 K. (36)

717

This error is very large and may enhance the devel-
opment of moist convection. This means that we must
not neglect the effect of the transport of energy due to
rain in the flux form formalism. In the case where the
simplified thermodynamics are used, since E [ rCydT 5
r9CydT9, the change in temperature is also estimated as

qrDT 5 T9 2 T 5 T
1 2 qr

23ø 10 3 300 5 0.3 K. (37)

This value is still large and cannot be negligible. In a
similar way, the change in velocity can be estimated by
neglecting the transport of momentum due to rain. As-
suming that the momentum in a control volume is not
changed, U [ ru 5 r9u9, and using a typical value, u
5 30 m s21, we estimate the change in velocity as

qrDu 5 u9 2 u 5 u
1 2 qr

23 21ø 10 3 30 5 0.03 m s . (38)

Since this is a small value, we may say that the effect
of transport of momentum due to rain can be neglected
for simplicity.

Finally, we summarize the energy budget of the above
equations of the moist atmosphere following Ooyama
(2001), for later diagnostics of numerical calculations.
First, to derive the equation of kinetic energy, using the
relation of Eqs. (29) and (30), the equations of momen-
tum (31) and (32) are transformed to the advective form
equations, and the inner product of the result with v gives
the equation of kinetic energy K 5 (u2 1 y 2 1 w2)/2.
Using again Eqs. (29) and (30), the flux form equation
of kinetic energy is given by

](rK ) ]
1 = · (rKv ) 1 [(rw 1 rq w )K ]H H r r]t ]z

1 rgw 1 v · =p 5 0. (39)

The equation of potential energy rdF/dt 5 rgw is writ-
ten in flux form as

](rF) ]
1 = · (rFv ) 1 [(rw 1 rq w )F]H H r r]t ]z

5 rgw 1 rq w g. (40)r r

In general, since wr , 0, the term rqrwrg is a decrease
of potential energy due to rain. Summing up Eqs. (39),
(40), and (33), we obtain the equation of total energy:

]
[r(e 1 K 1 F)]

]t

1 = · {[r(e 1 K 1 F) 1 p]v 1 F }H H H

]
1 {[r(e 1 K 1 F) 1 p]w

]z

1 rq (e 1 K 1 F)w 1 F } 5 0. (41)r r r z

Here, we have assumed that the diabatic heating is writ-
ten as 5 2= ·F, where the energy flux F 5 (FH,Q9H
Fz) contains both the sensible and latent heat fluxes.

4. Time integration scheme

We use a numerical scheme that guarantees the con-
servation of mass, momentum, and energy based on the
flux form equations. The treatment of the fast modes of
sound waves and gravity waves follows the method de-
scribed by Satoh (2002); that is, the vertically propa-
gating waves are implicitly calculated while the hori-
zontally propagating waves are explicitly calculated.
This type of time integration scheme is denote as the
horizontally explicit and vertically implicit (HEVI)
scheme. The vertical component of momentum is solved
implicitly with a one-dimensional Helmholtz equation,
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and the density and the energy are solved using the
conservative form equations. Satoh (2002) argues that
there are choices of the prognostic variable in the stage
of the integration of energy, and devised a conservative
method that guarantees the conservation of total energy.
We extend the ‘‘conservative method’’ proposed by Sa-
toh (2002) and use the method in which the total energy
is integrated in time (see below).

We adopt the time-splitting method in the flux form
equations proposed by Klemp et al. (2000). In the time-
splitting method, the fast modes related to sound waves
and gravity waves are integrated with a small time step,
while the other slow modes are integrated with a large
time step (Klemp and Wilhelmson 1978; Skamarock and
Klemp 1992). According to Klemp et al. (2000), the
fluxes related to the fast modes are divided into the
values at the large time step and the deviations from
them.

We choose the prognostic variables r, rv H, rw, rea,
rqy , rqc, and rqr. Denoting the deviations of pressure
and density from their hydrostatic reference values by
p9 and r9, we define the following symbols: V 5 (U,
V, W) [ (ru, ry, rw), P 5 p9, R 5 r9, E 5 rea, and
(Qy , Qc, Ql) 5 (rqy , rqc, rqr). In the time-splitting
method, the water substances (Qy , Qc, Ql) are updated
at large time steps. Only R, VH, W, E, and P are updated
at small time steps, and the other quantities are kept
constant during small time step integrations. The equa-
tions for (Qy , Qc, Ql) are given by Eqs. (24), (25), and
(26). The equations for R, VH, W, and E are given from
Eqs. (28), (31), (32), and (35) as

]R ] ]
1 = · V 1 W 5 2 (Q w ) [ G , (42)H H r r R]t ]z ]z

]V ]H 1 = P 5 2= · (V v ) 2 (Wv )H H H H H]t ]z

]
2 (Q v w ) 1 F [ G , (43)r H r H V]z

]W ]P ]
1 1 Rg 5 2= · (V w) 2 (Ww)H H]t ]z ]z

]
2 (Q ww ) 1 F [ G , (44)r r z W]z

and

]E ]
1 = · (V h ) 1 (Wh ) 1 v · =H H a a p]t ]z

]
5 2 (Q e w ) 2 Q w g 1 L (S 2 S ) 1 Qr r r r r 00 conv evap H]z

[ G ,E (45)

where the fast mode terms are placed on the left-hand
side and the other slow-mode terms are on the right-
hand side. Note that since the advection of density and

enthalpy are related to the propagation of sound waves,
these terms are counted as the fast modes.

We denote a large time step by t, a small time step
by t, and their intervals by Dt and Dt, respectively.
Denoting values of a variable A at respective time steps
by At and At, we also write dtA 5 (At1Dt 2 At)/Dt and
A*t 5 At 2 At. We use the following time discretization
for Eqs. (42), (43), (44), and (45):

]
t1Dt t1Dtd R* 1 = · V* 1 W*t H H ]z

]
t t t5 2= · V 2 W 1 G , (46)H H R]z

t t td V* 1 = P* 5 2= P 1 G , (47)t H H H V

t1Dt t]P* ]P
t1Dt t td W* 1 1 R* g 5 2 2 R g 1 G , (48)t W]z ]z

and

] t*t1Dt t t1Dt td E* 1 = · (V* h ) 1 (W* h ) 1 [v · =p]t H H a a]z

]
t t t t t t t5 2= · (V h ) 2 (W h ) 2 v · =p 1 G . (49)H H a a E]z

The expression of the term *t will be described[v · =p]
later according to the implicit treatment.

The horizontal momentum equations (47) are stepped
forward explicitly, and the continuity equation (46) and
the vertical momentum equation (48) are solved im-
plicitly. The internal energy equation (49) is used to
eliminate pressure from the vertical momentum equa-
tion, as describe below, but the internal energy itself is
computed from a conservation equation for total energy
that we will present shortly. Using E 5 rea and Eqs.
(22), (34), and (5), we have the relations

R q C 1 q C 1 q C Rd d yd y yy l l dE 5 p [ « p1 1C C q R 1 q Ryd yd d d y y

(50)

and

q C 1 q C 1 q CR d pd y py l ld 2 2h 5 c [ « c , (51)a s 2 sC Cyd pd

where 5 (Cpd/Cyd)RdT is the square of the sound2cs

wave speed in a dry atmosphere. In general, we have
approximations, «1 ø 1 and «2 ø 1, under the conditions
qd ø 1, qy K 1, and ql K 1. Multiplying Eq. (49) by
Rd/Cyd, we can obtain the pressure equation as

]
t1Dt 2 t t1Dt 2 td (« P)* 1 = · [V* (« c ) ] 1 [W (« c ) ]t 1 H H 2 s 2 s]z

R t Rd d*1 [v · =p] 5 [rhs of (49)]. (52)
C Cyd yd

If we consider a propagation of linear sound waves, the
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advection of «2 on the left-hand side is counted as2cs

that of the basic field. This indicates that the value of
«2 can be evaluated at the large time step. Similarly,2cs

the term *t is an effect of stratification on sound[v · =p]
waves. Since the effect of horizontal variation of strat-
ification is generally smaller than that of vertical vari-
ation, we may approximate this term according to the
concept of linearization as

t
t 1 ]P* t1Dt t[v · =p] 5 W g 2 1 R g

t1 2[ ]r ]z
t1Dt t[ W g̃ . (53)

Thus, Eqs. (46), (48), and (52) construct simultaneous
linear equations for R*t1Dt, W*t1Dt, and P*t1Dt. We
rearrange these equations as

]
t1Dtd R* 1 W*t ]z

]
t1Dt t t t5 2= · V* 2 = · V 2 W 1 GH H H H R]z

t1Dt[ G9 , (54)R

t1Dt]P*
t1Dtad W* 1 1 R* gt ]z

t]P
t t5 2 2 R g 1 aG , and (55)W]z

] R Rd dt1Dt t t1Dt td P* 1 W h 1 W g̃t a1 2]z C Cyd yd

R Rd dt+Dt t5 2= · V* h 1 [rhs of (49)]H H a1 2C Cyd yd

Rd t1Dt[ G9 , (56)ECyd

where we set «1 5 «2 5 1 and introduce the hydrostatic
switch a 5 0 or 1. A single equation for either P*t1Dt,
W*t1Dt, or R*t1Dt can be obtained from the above three
equations. We choose the equation for W*t1Dt, which
enables us to easily introduce the hydrostatic option a
5 0; that is,

2] R ] R ]d d2 t t1Dt 2 t t1Dt 2 t1Dt t1Dt2 Dt h W* 2 Dt g̃ W* 1 Dt g W* 1 aW*a21 2 1 2[ ]]z C ]z C ]zyd yd

t]P ] Rdt t t t t1Dt t t1Dt5 aW* 1 Dt 2 2 R g 1 aG 2 Dt P* 1 Dt G9 2 Dtg[R* 2 DtG9 ]. (57)W E R1 2 [ ]]z ]z Cyd

This can be solved for W*t1Dt with the boundary con-
ditions at the bottom and the top of the atmosphere. The
density R*t1Dt is calculated in flux form by substituting
W*t1Dt into Eq. (54). Although the pressure P*t1Dt can
also be calculatable from Eq. (56), several approxi-
mations are introduced to derive Eq. (56) so that the
exact conservation of total energy no longer holds; thus,
we need to introduce an energy correction.

Satoh (2002) compared various methods for the en-
ergy integration and found that the conservation of total
energy is well satisfied if the sum of internal energy
and kinetic energy is integrated in the small time step.
Satoh (2002) denoted this method as the conservative
method. We can use this method for the time integration
of energy in the small time step, instead of Eq. (56), to
obtain the internal energy E t1Dt and thus the pressure
Pt1Dt. Summing up Eqs. (35) and (39), and introducing
the time-splitting technique consistent with the above
HEVI method, we obtain the equation for the sum of
internal energy and kinetic energy:

t t1Dtd (E 1 rK ) 1 = · [(h 1 K ) V ]t H a H

]
t t1Dt t1Dt1 [(h 1 K ) W ] 1 gWa]z

]
5 2 [Q (e 1 K )w ] 1 Q w gr r r r r5 ]z

t

1 L (S 2 S ) 1 Q . (58)00 conv evap H6
This can be integrated for E 1 rK at the time step t 1
Dt. Since the density and the three components of mo-
mentum at t 1 Dt are already known, we can calculate
the kinetic energy (rK)t1Dt. Thus, the internal energy
E t1Dt is determined. Here, we can extend the above
method to use the total energy as a prognostic variable
in this stage, such that

t t1Dtd (E 1 rK 1 rF) 1 = · [(h 1 K 1 F) V ]r H a H

]
t t1Dt1 [(h 1 K 1 F) W ]a]z

]
5 2 [Q (e 1 K 1 F)w ]r r r5 ]z

t

1 L (S 2 S ) 1 Q . (59)00 conv evap H6
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TABLE 2. List of the squall-line experiments. Here, xmax is horizontal
length. The colume labeled thermodynamics represents the treatment
of the moist thermodynamics, where exact indicates the exact ex-
pressions with the effects of the specific heats of water substance and
dependency of latent heat on temperature and simple indicates the
simplified expressions by neglecting these effects. Here, g is the factor
for the coefficient of the horizontal numerical diffusion, Dt is the
large time step, and Ns is the number of the time splitting.

Expt xmax (km)
Thermo-
dynamics Dt (s) g Ns

CTL100
SPL100
G05
G02
NS10
NS6-dt9

100
100
100
100
100
100

Exact
Simple
Exact
Exact
Exact
Exact

1.5
1.5
1.5
1.5
1.5
9.0

0.015
0.015
0.005
0.002
0.015
0.090

1
1
1
1

10
6

CTL1000
SPL1000

1000
1000

Exact
Simple

1.5
1.5

0.015
0.015

1
1

As shown by Satoh (2002), gW t1Dt on the left-hand side
of Eq. (58) is the conversion term with the potential
energy [see Eq. (40)]. However, it is found that this
form of discretization causes a small error in the con-
servation of total energy if the terrain-following coor-
dinate is used; this characteristic is not pointed out by
Satoh (2002). This error can be avoided by integrating
the above flux form of total energy.

To conclude this section, we summarize the time in-
tegration procedure. We use the leapfrog scheme for the
large time step integration. The time filter is used to
suppress the numerical mode. The leapfrog time step
interval is denoted by 2Dt, and each large time step
integration is divided by the small time step interval
Dt. The number of the time splitting is denoted by Ns

5 2Dt/Dt.

1) Calculation of the tendency terms of the dynamical
equations at a large time step t: the right-hand sides
on Eqs. (46)–(49) are evaluated.

2) Time integration for U, V, W, R, and E with a small
time step interval Dt for Ns times from the values
at t 2 Dt to obtain the values at t 1 Dt:

(i) explicit time integration of the horizontal com-
ponents of momentum U and V using Eq. (47),

(ii) implicit time integration of the vertical com-
ponent of momentum W by solving Eq. (57)
with the boundary conditions,

(iii) integration for density R using the conservative
form Eq. (54), and

(iv) the energy correction step for the evaluation of
internal energy E under the constraint of the
total energy conservation Eq. (59).

3) Integration of the water substances for the time step
t 1 Dt: the tendency terms in Eqs. (24)–(26) are
evaluated. At this stage, we set Sconv 5 0.

4) The adjustment process: temperature T is given by
Eq. (20) using an iterative method from e, r, and
qm, where r 5 rs 1 R, e 5 E/r, and qm 5 Qm/r.

The water vapor qy and the cloud water qc are given
by Eq. (17).

5) Using a time filter, the values at t are updated from
the values at t 2 Dt and t 1 Dt.

5. Model and results

a. Numerical model

We have developed a numerical model based on the
scheme stated in the previous section. The model is
constructed in the three-dimensional Cartesian coordi-
nates, although we will only show the numerical results
in the two-dimensional calculation. The thermodynamic
variables R, E, P, and Qi are defined at the same points,
and the three components of momentum U, V, and W
are defined at the staggered points in the x, y, and z
directions, respectively; that is, the Arakawa C grid is
used. In the vertical, the Lorenz grid is used. The top
and the bottom of the atmosphere are rigid and peri-
odicity is assumed at the lateral boundaries. The tem-
poral scheme is summarized in the last paragraph of the
previous section. The advection scheme of the water
substance is the third-order upstream scheme, and the
second-order central scheme is used for the advections
of the other variables. For the transports due to rain, we
introduce a higher-order advection scheme with the con-
servative semi-Lagrangian (CSL) method (Xiao and
Yabe 2001; Xiao et al. 2003).

The fourth-order Laplacian horizontal numerical dif-
fusion and the Rayleigh damping are introduced for the
three components of velocity and temperature. The co-
efficient of the numerical diffusion is given as

4Dx
4 21n 5 g m s , (60)

Dt

where g 5 0.015 is used as the standard value. The
Rayleigh damping is applied in the one-third depth from
the top with a constant relaxation time tR 5 10Dt. The
coefficient of the time filter for the leapfrog scheme is
0.05.

b. Experimental setup

We perform numerical experiments for a squall line
following Redelsperger et al. (2000) and examine the
numerical results particularly in terms of the conser-
vation of water and energy. The main purpose of the
numerical calculations in this study is to show the con-
servation of these quantities with the introduction of the
moist processes. We use the minimum physical pro-
cesses; only the warm rain is introduced as the cloud
physics (Klemp and Williamson 1978; Ooyama 2001),
and no ice phase is considered. The radiation, turbu-
lence, and boundary processes are not introduced in
these experiments.

Although both the two- and three-dimensional cal-
culations are proposed by Redelsperger et al. (2000),
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FIG. 2. Distributions of cloud water qc and rainwater qr for the
small area experiment (CTL100) at (a) t 5 90, (b) 120, and (c) 150
min. The cloud water is shown by the gray scale and the rainwater
by the dotted contours with the interval 0.2 g kg21.

FIG. 3. (a) Evolution of the horizontal distribution of precipitation in the x–t domain and (b) time sequence of the total precipitation for
the small area experiment (CTL100). Units are cm day21.

we concentrate on the two-dimensional calculation. The
domain to be examined is 100 km in the lateral length
and 21 km in the vertical direction, and the duration of
integration is 7 h. Vertical profiles of temperature, spe-
cific humidity, and horizontal winds (u, y) are given as
the initial conditions based on the observation of the
Tropical Ocean Global Atmosphere Coupled Ocean–At-
mosphere Response Experiment (TOGA COARE). In
addition, in order to keep the squall line at almost the

same position, uniform winds of U0 5 212 m s21 and
V0 5 2 m s21 are also applied. The squall line is initiated
by an initial forcing for the first 20 min by cooling and
drying at x 5 85 km and z # 2.5 km with lateral width
r 5 7 km. The amplitudes are 26.7 K s21 for the cooling
rate and 21.675 3 1026 kg kg21 s21 for the drying rate.

Redelsperger et al. (2000) proposed the use of the
open lateral boundary condition in order to avoid the
effect of the lateral boundaries. However, it is not ap-
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propriate for our purpose; in order to examine the con-
servation of physical quantities, simulations in a well-
defined domain are preferable. Thus, we extend the lat-
eral length to 1000 km to compare with the results
shown by Redelsperger et al. (2000). In addition, we
also perform the small area experiments with 100-km
length in order to investigate dependencies on various
experimental parameters. As shown below, or as is well
known, the behavior of a squall line in the small area
experiments is very different from that in the large area
experiments with the domain length of 1000 km: the
cloud system associated with the squall line does not
continue in the case of the small area experiments; only
a single cloud is produced. Although this behavior is
unrealistic, the deterministic evolution of the cloud is
useful for the study of the sensitivity of the model.

The horizontal grid interval is Dx 5 1.25 km, and
the stretched grid interval is used in the vertical. The
number of grid points is 800 3 44 in the 1000-km-
length experiment and is 80 3 44 in the small area
experiments. For the standard experiments, we do not
use the time splitting, Ns 5 1, and we set the time step
intervals as 2Dt 5 Dt 5 3.0s. The effect of the number
of the time-splitting Ns will be examined in the small
area experiments. All the experiments are summarized
in Table 2.

We will diagnose the numerical results in terms of
the following budget equations. In these experiments,
no supply of vapor and energy is allowed from the sur-
face, but the initial forcing of vapor and temperature is
given. The budget of the column-integrated water av-
eraged over the total domain is written as

x zmax top1
D r(q 1 q 1 q ) dz dxE E y c rxmax 0 0

t xmax1
5 2 P dx dtE E rxmax 0 0

t x zmax top1
1 rS dz dx dt, (61)E E Exmax 0 0 0

where xmax 5 100 or 1000 km, ztop 5 21 km, D is the
difference from the initial state, Pr 5 2rqrwr(z 5 0)
is the precipitation rate at the surface, and S is the forc-
ing term of vapor (S , 0). The budget of the column-
integrated energy is written as

x zmax top1
D r(e 1 L q 1 K 1 F) dz dxE E a 00 yxmax 0 0

t xmax1
5 2 F dx dtE E rxmax 0 0

t x zmax top1
1 r(Q 1 L S) dz dx dt, (62)E E E H 00xmax 0 0 0

where QH is the diabatic term due to the initial forcing.
The outflow of energy due to rain at the surface is des-

ignated by Fr 5 2rqr(er 1 K 1 F)wr. We will compare
the numerical results using the exact formulation of ther-
modynamics and those using the simplified thermody-
namics as described in section 2. If the simplified ther-
modynamics are used, the latent heat L00 is replaced by
L0 and the value of er is set equal to ea in the transport
of energy due to rain.

c. Small area experiments (100 km)

First, we show the results of the small area experiment
with xmax 5 100 km using the exact formulation of the
thermodynamics. This experiment is denoted as the con-
trol experiment and is referred to as CTL100. The snap-
shots of cloud water and rainwater at times t 5 90, 120,
and 150 min are shown in Fig. 2. The cloud is generated
near the place where the initial forcing is applied at x
5 85 km and it ascends with drifting downstream. (Note
that the zonal wind U0 5 212 m s21 is added in the
domain.) The time variability of precipitation at the sur-
face is depicted in Fig. 3a for the time evolution of the
horizontal distribution and in Fig. 3b for the time se-
quence of the total precipitation. A strong precipitation
is observed up to t 5 90 min. But the rainwater does
not reach the surface afterward; most of the rainwater
is evaporated in the lower layers and the cold pool is
formed at the downstream side of the cloud (figures are
not shown). If the domain length is larger, a second
cloud is generated by the outflow of the cold pool and
the squall line is maintained. In this experiment, how-
ever, since the domain length is too small, the updraft
of a successive cloud is prohibited by the downward
motion of the preceding cloud so that the cloud system
decays rapidly. This behavior of development of cloud
is different from that in the 100-km experiment with the
open boundary condition in Redelsperger et al. (2000)
(see Fig. 4a in their paper for the ‘‘Cp2DpMRI’’ case).
In the next subsection, in order to avoid the effect of
the lateral boundary, we perform the large area exper-
iment at 1000 km. The results of Redelsperger et al.
(2000) should be compared with those of the next sec-
tion.

The water and the energy budgets of the control ex-
periment (CTL100) are shown in Fig. 4. These are cu-
mulative values per unit area averaged over the domain
according to Eqs. (61) and (62). In Fig. 4a, the time
sequence of the water budget shows each term of Eq.
(61): change in vapor qy , change in liquid water qc 1
qr, change in the total water qw 5 qy 1 qc 1 qr, cu-
mulative value of precipitation Pr, and cumulative value
of the initial forcing S. The curve denoted by ‘‘total’’
is the difference between the two sides of Eq. (61), and
must be equal to zero if the budget of the model is
correct. As shown by Fig. 4a, the change in the total
water qw is almost equal to the cumulative value of the
precipitation, so that the total budget is almost equal to
zero. That is, the conservation of the water is confirmed
in this model. The energy budget is shown in Fig. 4b,
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FIG. 4. (a) The water budget and (b) the energy budget for the small area experiment (CTL100) shown by column-integrated values per
unit area. The values are differences from the initial values or cumulative values in time. In (a), qy is water vapor (dotted), qc 1 qr is the
sum of cloud water and rainwater (dotted), qw is the total water (solid), rain is the outflow into the surface due to rain (solid), forcing is the
change due to the initial forcing (solid), and total is the total water budget (dashed). In (b), Ed is the dry total energy (dotted), Lqy is the
latent heat (dotted), Em is the moist total energy (solid), rain is the outflow into the surface of energy due to rain (solid), forcing is the
change due to the initial forcing (solid), and total is the total energy budget (dashed).

FIG. 5. The same as in Fig. 3b but for the experiment SPL100.

where Ed 5 ea 1 K 1 F and Em 5 Ed 1 L00qy , where
Ed may be viewed as the total energy of the dry air and
Em is that of the moist air including the effect of latent
heat. As shown by the figure, the contribution of the
initial forcing is relatively larger in this experiment. The
change in Em is almost equal to the sum of the outflow
of energy due to rain and the initial forcing. The total
budget designated by ‘‘total’’ is almost zero.

The results of the above experiment can be compared
with those of SPL100 where the simplified thermody-
namics are used. Figure 5 shows the time sequence of
precipitation. The precipitation of SPL100 is generally
larger than that of CTL100 (Fig. 3b). In general, the
cloud motion is more intense and the cloud reaches
higher levels in the case of SPL100 (figures are not
shown). Figure 6 shows the water budget and the energy
budget of SPL100. The quantitative difference of the
total precipitation can be clearly indicated if compared
with Fig. 4a. The domain-averaged cumulative value of
the precipitation is 2.28 mm for CTL100, while it is
2.60 mm for SPL100. The total rain is overestimated
by about 14% if the simplified thermodynamics are
used. As for the energy budget, since the specific heat

of liquid water is neglected, the energy transport due to
rain is small. Note that in this case the energy transport
due to rain is calculated by using the specific heat of
the dry air [see the comments below Eq. (33)], the en-
ergy transport due to rain in CTL100 is about Cl/Cyd 5
5.87 times of that in SPL100. Thus, the change in the
moist energy Em is almost equal to the initial forcing of
energy in the case of SPL100. The definition of the latent
heat designated by Lqy is also different between the two
cases; in CTL100, it is defined as L00qy , while in
SPL100 it is defined as L0qy . Although the change in
the dry total energy Ed of SPL100 is larger than that of
CTL100, there is little difference in the change in the
latent heat between the two cases. The difference in the
latent heat L00/L0 5 1.25 is reflected in the change in
the vapor content. In the case of SPL100, most of the
latent heat release is used for the increase in the dry
total energy Ed. In the case of CTL100, however, since
the energy transport due to rain is not negligible, the
dry total energy is not greatly increased even if the equal
amount of the latent heat is released.

The dependency of the precipitation on other exper-
imental parameters is compared in Fig. 7. All the results
are characterized by the evolution of a single cloud sim-
ilar to CTL100 (Fig. 3b) and SPL100 (Fig. 5). First, the
dependency on the horizontal numerical diffusion is
shown in Figs. 7a and 7b. The horizontal numerical
diffusion is controlled by the value of g in Eq. (60). As
can be seen from Figs. 7a and 7b, as g becomes smaller,
a sporadic intense precipitation tends to occur. This re-
sult is not surprising since we do not introduce any
realistic turbulent models.

In Figs. 7c and 7d, the effect of the number of time-
splitting Ns is shown; Fig. 7c is for Ns 5 10 and Dt 5
1.5 (s), while Fig. 7d is for Ns 5 6 and Dt 5 9.0 (s).
The large time step Dt in Fig. 7c is the same as that in
CTL100, and the small time step Dt of Fig. 7d is the
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FIG. 6. The same as in Fig. 4 but for the experiment SPL100.

FIG. 7. The same as in Fig. 3b but for the experiments (a) G05, (b) G02, (c) NS10, and (d) NS6-dt9.

same as that in CTL100. In these experiments, the nu-
merical diffusion n in Eq. (60) is kept constant by choos-
ing the coefficient g proportional to Dt (see Table 2).
We use the divergence damping, whose coefficient is
given by aD 5 0.05 Dt (Skamarock and Klemp 1992).2cs

The first message from these results is that our scheme
is stable for the time splitting even for Ns 5 6 and 10.
In particular, if the large time step Dt is kept constant
as for Fig. 7c, the model should run for any large number
of the splitting Ns since the Courant conditions are al-
ways satisfied. In contrast, if the small time step Dt is
kept constant as for Fig. 7d, the number of the splitting

Ns is limited; if we use a further increased number of
Ns, say Ns 5 8, the numerical integration cannot be
continued; it is because the Courant number of the ver-
tical advection for the large time step exceeds one. In
both Figs. 7c and 7d, the precipitation is enhanced in
comparison to CTL100. In particular, as shown by Fig.
7d, the precipitation increases as Ns is increased with
keeping Dt constant. In the case of Fig. 7d, since the
Courant number is closer to one, the computation is
marginally stable and the vertical velocity is relatively
overestimated. Such a dependency on the number of the
time-splitting Ns is worth noticing. This kind of model



1046 VOLUME 131M O N T H L Y W E A T H E R R E V I E W

FIG. 8. The same as in Fig. 2 but for the large area experiment
CTL1000.

FIG. 9. The same as in Fig. 3 but for the large area experiment CTL1000. In (b), the precipitation is not averaged over the total domain,
but over the region x 5 0–100 km.

variability totally depends on the appropriate choice of
turbulent models; the problem concerning the choice of
turbulent models is out of the range of the present work.

d. Large area experiments (1000 km)

In the next step, the horizontal length is extended to
the range 0 # x # 1000 km (xmax 5 1000 km). The

initial forcing is applied at the same place, x 5 85 km,
as in the small area experiments. The comparison with
the small area experiments should be made within the
range 0 # x # 100 km. Figure 8 shows the distribution
of cloud water and rainwater at t 5 90, 120, and 150
min, and Fig. 9a shows the time evolution of the hor-
izontal distribution of precipitation for the case with the
exact thermodynamics (CTL1000). Unlike the small
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FIG. 10. The same as in Fig. 4 but for the large area experiment CTL1000. The forcing terms are omitted.

area experiments, here the squall line is maintained and
drifts downstream during this time integration. The pre-
cipitation occurs within the range 0 # x # 100 km.
Figure 9b shows the time sequence of the total rain
averaged over x 5 0–100 km. The first peak around t
5 80 min corresponds to the precipitation seen in the
small area experiments (Fig. 3 for CTL100). The suc-
cessive clouds have stronger peaks of precipitation.

Figure 10 shows the water budget and the energy
budget for CTL1000 based on Eqs. (61) and (62). Here,
we omit the curves for the initial forcing due to S and
QH; these are very small and about 1/10th of those of
CTL100, as shown in Fig. 4. The water budget shows
that the change in the total water qw is almost equal to
the cumulative value of the precipitation and that the
total budget is nearly equal to zero. The energy budget
also shows that the energy outflow due to rain is almost
equal to the change in the moist total energy Em. Thus,
we have confirmed again in this large area experiment
that this model guarantees the conservation of water and
total energy.

Figure 11 shows the vertical distributions of zonal
wind, vertical wind, liquid water, and the deviation of
potential temperature for the time average over t 5 5–
6 h and the spatial average over x 5 0–100 km. These
should be compared with those of Redelsperger et al.
(2000). The zonal wind (Fig. 11a) indicates that the
lower shear is strengthened and an oscillatory structure
appears above the jet; these are similar characteristics
to Fig. 12 of Redelsperger et al. The vertical wind (Fig.
12b) takes a maximum value about 0.14 m s21 near z
5 6 km. This height is slightly higher than those in Fig.
14 of Redelsperger et al. but the magnitude is almost
comparable. Our rainwater and the total liquid water
shown by Fig. 11c is within the variability shown by
Figs. 16 and 17 of Redelsperger et al. The deviation of
potential temperature u9 (Fig. 11d) shows that the cold
pool is established in the lower layer. In particular, it is
about 21 K just above the surface. Note that the surface
energy flux is not introduced in this experimental setup.

The precipitation for the case with the simplified ther-
modynamics (SPL1000) is shown in Fig. 12. In com-

parison to CTL1000 (Fig. 9), the downstream drift of
the squall line ceased until t 5 200 min; after that, the
squall line propagated upstream. The total precipitation
is larger than that in CTL1000. Actually, the decrease
in the total vapor qy is 1.86 kg m22 for CTL1000, while
it is 2.41 kg m22 for SPL1000. It is also shown in the
large area experiments that the precipitation of the sim-
plified thermodynamics is larger than that of the exact
thermodynamics. The time sequence of the precipitation
shows a large fluctuation with the time period of about
a few minutes. A similar fluctuation is also seen in
CTL1000, but the amplitude is much larger in this case.
Since it is found that this fluctuation is sensitive to the
numerical diffusion, it might no longer exist if a realistic
turbulent model is introduced.

6. Summary and discussion

We have proposed a new numerical scheme for the
fully compressible nonhydrostatic model including
moist processes. The numerical scheme is based on the
flux form equations of densities of water substance, total
density, three components of momentum, and total en-
ergy, and the domain integrals of these variables are
conserved. A time-splitting scheme is used with a leap-
frog scheme for the large time step integration. The fast
mode related to sound/gravity waves is treated implicitly
for the vertical propagation and explicitly for the hor-
izontal propagation. Following Satoh (2002), the im-
plicit calculation is solved for the vertical momentum
first, and then integrated for density and total energy
using the flux form discretized equations.

We particularly proposed a method for the incorpo-
ration of moist processes. Although our scheme is sim-
ilar to Ooyama (1990, 2001), there is a difference in
that our scheme satisfies the conservation of total en-
ergy. As a quantitative improvement over conventional
nonhydrostatic models, we use an exact formula of the
moist thermodynamics considering the effects of the
specific heats of water substance and the temperature
dependency of the latent heat. The transports of mass,
momentum, and energy due to rain are appropriately
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FIG. 11. Vertical distributions of (a) zonal wind (dotted curve is the initial profile), (b) vertical wind, (c) cloud water (dashed), rainwater
(solid), and the sum of the two (dotted), and (d) deviation of potential temperature for the large area experiment (CTL1000) averaged over
the time t 5 5–6 h and the domain x 5 0–100 km. Units are m s21 in (a), (b), kg kg21 in (c), and K in (d).

FIG. 12. The same as in Fig. 9 but for the large area experiment SPL1000.

introduced following Ooyama (2001), and an accurate
higher-order advection scheme is used for these trans-
ports. It is estimated that the effects of the transport of
energy due to rain are not negligible, while those of
momentum are generally small and might be negligible.

The applicability of the new numerical scheme is test-
ed with two-dimensional experiments of a squall line.
The experiments are performed at both 100- and 1000-

km horizontal lengths with the horizontal grid interval
of 1.25 km. It is found that the conservation of water
and energy is well satisfied in these experiments. In the
small area experiments of 100-km length, only a single
cloud is developed and the squall line does not continue
after the decay of the first cloud. Although this behavior
is unrealistic, it is useful for comparison of the model
performance since the evolution of the cloud is in a
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deterministic regime. Dependency on the numerical dif-
fusion n and the number of time-splitting Ns is inves-
tigated. The model results show that variability of pre-
cipitation is appreciably affected by n and Ns. These
dependencies will be controlled by an appropriate
choice of the turbulence model.

We particularly examined the effect of the treatment
of the moist thermodynamics. It is found that, if the
exact expressions of the thermodynamics are used, the
total precipitation is reduced more than 10% in com-
parison to the case when the conventional simplified
expressions are used. The results with the large area
experiments with 1000-km horizontal length have many
similarities to those of the preceding studies; evolutions
of cloud system and vertical distributions of physical
quantities are compared. The squall line continues for
more than 7 h by successive development of clouds.
The effect on the treatment of the moist thermodynamics
is enhanced in such a longer time integration. If the
simplified thermodynamics are used, the direction of the
propagation of the squall line is reversed to the upwind
direction at 4 h in the integration.

One of the characteristics of the new numerical
scheme is the use of the flux form equation for total
energy. It should be noted, however, that this choice
does not necessarily lead to accuracy in the numerical
results. In fact, numerical errors in kinetic energy may
have an effect on internal energy. One should pursue
the reduction of the errors in kinetic energy by im-
proving the discretization of the momentum equation.
For example, the errors in the kinetic energy might be
reduced by devising the advection term of momentum,
as proposed by Morinishi et al. (1998).

Our method is, nevertheless, advantageous for the
diagnosis of energy budget. If discretizations of all the
energies are perfect, the conservation of the total energy
is automatically assured. In reality, however, the errors
are always associated with the discretizations of ener-
gies. If each energy is separately calculated, all the er-
rors are accumulated to the total energy. For the energy
budget of climate prediction, we cannot get more ac-
curate estimations that this accumulated error of the total
energy. Under the constraints of the total energy con-
servation, we can speculate upon what are the directions
toward the next improvements.

The experiments in this study are preliminary and are
intended only for the confirmation of the conservation
of water and energy. If we perform a direct calculation
of radiative–convective equilibrium by a long time in-
tegration, we may evaluate the quantitative impact of
these improvements on the precipitation and the vapor
content, in particular, and gain some insights into the
credibility associated with climate simulations.
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