1. **Associative Memory** unlike addressable memory, an associative memory consists of contents that shape the structure of that memory. Thus, the access patterns are based on the content rather than the addresses. As a result, the data retrieval performance is much higher in the associative memory compared with the regular memory. In humans, an associative memory is conducted to store information and remember particular information as well as relationships between unrelated items. An example of this kind of storage system could be the retrieval of faces based on their names or vice versa.
2. **Applications of Associative Memory** covers a broad array of topics. In general, all of such tasks are inherently sequential, or the method is processing the data in a sequential manner. Such sequential data often need to be remembered and retrieved in the future. Associative memory is a family of neural memory that mimics the basic structure of human mind in remembering basic patterns. It then targets various problems in **Natural Language Processing** such as **Summarization, Question Answering, Captioning, etc.** Also, most of the video processing techniques such as **Video Object Detection, Trajectory Prediction,** and almost all of the **Visual Reasoning** tasks that require processing sequences of frames inside videos require a method based on the associative memory.
3. The main difference between the **Hetroassociative** and the **Autoassociative** memory is the space in which the memory maintains data. **Hetroassociative** memory learns to store data in a format which differs from the input format of the data. For instance, take the episodic memories of your past. What has happened is a sequence of actions, scenes, hearings and sayings that has happened in the past. However, what you remember is interpretable for you from the emotional point of view. Such memory is called Hetroassociative. To illustrate the Autoassociative memory, let’s say you want to remember how to play a piano note. You learn the piano note by entering the piano sound to your

memory, and the next thing you do is to recall the exact form of melody later. Hence you are able to play that note on any instrument; whether that is a piano or a violin.

1. The **newhop** command aims to build a Hopfield network. This model is capable of learning patterns of data by passing the desired inputs and eventually, predicting a proper class of remembered patterns for a new data sample. Input to this function should be a dataset of samples. A quick example of such usage is given below:

![](data:image/x-emf;base64,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)

1. The **Synchronous** mode can be problematic, because it may never converge to a specific and stable state for its variables. This simply means that the energy levels will oscillate between specific states. However, the **Asynchronous** updating rule guarantees to reach a state with a finite number of iterations. Furthermore, based on the actual Hopfield paper, A neural net operated asynchronously cannot oscillate vertically. Synchronous operation, on the other hand, can change a net's energy either positively or negatively and vertical oscillation can occur. Horizontal oscillation occurs when the net alternates between two or more states of the same energy. Certain horizontal oscillations can be avoided by adopting appropriate thresholding rules.