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# INTRODUÇÃO

# TRABALHOS RELACIONADOS

Neste capítulo de trabalhos relacionados serão citados alguns trabalhos que utilizam este algoritmo de identificação chamado regras de associação (RA) para auxiliar na tomada de decisões em área de pesquisa a respeito dos possíveis problemas relacionados à respectiva base de dados pesquisada.

Neste primeiro exemplo de utilização das regras de associação foi pesquisada a base de dados da Secretaria de Saúde de Londrina que une características sócio-econômincas a respeito de dados de procedimentos realizados em internações hospitalares (SILVA, 2004), este estudo tem como objetivo melhorar o entendimento geral sobre as características do município, e teve como grandes obstáculos a descentralização das fontes de dados, e a inconsistência da base de dados, após a superação das inconsistências apresentadas pela base de dados foram destacados alguns resultados importantes, tais como:

* 88,85% das safececomias interna radical são realizadas em pessoas do sexo feminino que trabalhavam no lar com mais de 35 anos, procedimento realizado devido as dores que podem ser agravadas pelo tipo de atividade física(ocasionada pelo trabalho no lar) e também pela idade.
* 80,45% das herniorrafias inguinais(unilateral) múltiplas são realizadas em pessoas do sexo masculino em crianças de 0 a 4 anos, foi caracterizado um erro de nomenclatura nos procedimentos em crianças desta faixa etária diminuindo o custo de funcionamento dos hospitais visto que a herniorrafias inguinal pode levar a uma internação de urgência ou emergencia enquanto que o tratamento urológico da hidrocele comunicante é um procedimento eletivo.
* Verificou-se que em áreas menos favorecidas é alta a incidência de procedimentos de parto e pediátricos de urgência ou emergência.

No segundo exemplo foram estudadas a utilização das RA a respeito das forças de mercado que regem a comercialização de touros nelore com avaliação genética. O estudo foi realizado pelo programa Nelore Brasil (NOMELINI, REZENDE, *et al.*, 2010). A identificação das métricas das RA foi feita através do método da análise de Pareto. Esse estudo evidencia a eficácia da utilização das métricas das regras de associação para identificação de padrões de mercado mandatódios implícitos nas transações de grandes Bancos de dados, visto que a base estudada teve aproximadamente 20000 cabeças de gado comercializados por fazendas de todo o país. Foram utilizados como base do estudo das RA os 15 atributos mais desejados pelo mercado indicando as principais causas e efeitos da comercialização dos rebanhos de gado nelore no país . O estudo sugere que o mérito genético total, índice oficial do programa Nelore Brasil seja um índice fundamenta para a comercialização dos touros no país, indentificando combinações de atributos genétcos, geográfico, e temporais mandatórios nas segmentações de rebanhos de touros para comercialização pelo programa Nelore Brasil.

Neste terceiro exemplo as RA são utilizadas para dar suporte a dois tipos de sistemas médicos: o sistema de busca por conteúdo em imagens e os sistemas de auxílio ao diagnóstico (RIBEIRO, 2008). No sistema de buscas por conteúdo o emprego da RA tem por finalidade a redução dos vetores característicos de representação das imagens e reduzir as redundâncias existentes entre as característica de baixo nível das imagens e seu significado semântico com a ajuda do algoritmo *StARMiner*. Enquanto que no sistema de auxílio ao diagnóstico para dar suporte aos sistemas *CAD*, foi desenvolvido o método IDEA(*Image Diagnosis Enhancement through Association rules*), que utiliza as RA para sugerir uma segunda opinião automaticamente, ou um diagnóstico preliminar de uma nova imagem para acelerar o diagnóstico de um radiologista, ou para prover auxílio nos diagnósticos médicos baseados em RA. Os resultados mais relevantes apresentados por este estudo foram o desenvolvimento e validação de técnicas de segmentação e extração de características, e o aumento da precisão de consultas utilizando realimentação de relevância.

Os experimentos realizados referenciam a utilização das RA como ferramenta poderosa na descoberta de padrões em sistemas médicos, e como referencial na busca por conteúdo e diagnóstico de imagens médicas.

Os estudos citados ao longo deste capítulo do trabalho evidenciam, a contribuição agregada nas tomadas de decisões administrativas proporcionadas pela utilização do algoritmo de regras de associação. Visto que RA é uma ferramenta de identificação de padrões complexos e multidimensionais entre atributos de bases de dados naturezas distintas.

# FUNDAMENTAÇÃO TEÓRICA

Neste capítulo serão apresentados os conceitos aplicados ao estudo das RA, e seu comportamento sobre as relações estatísticas complexas entre atributos de uma base de dados, estes conceitos podem ser obtidos através de várias técnicas, porém o objetivo deste estudo é evidenciar estas relações através do estudo das regras de associação que estão implícitas nas relações multidimensionais de uma base de dados, estas relações são evidenciadas através de cálculos específicos. Cabe ressaltar, que a obtenção destas regras visa ajudar as pessoas responsáveis pela base de dados na tomada de decisões, visto que está ferramenta proporciona uma visão mais abrangente acerca de variáveis totalmente desconhecidas do ponto de vista administrativo.

## REGRAS DE ASSOCIAÇÃO

Formada por milhares de itens armazenados uma grande base de dados é crescente necessidade de conhecimento a respeito das associações das transações entre estes dados não categóricos, ou seja, não aplicável a dados numéricos, é o objetivo deste algoritmo chamado de regras de associação.

Ferramentas primordiais para a verificação e a validação das RA os algoritmos de *data mining* têm por objetivo, então, encontrar todas as associações relevantes entre itens nas relações do tipo X (antecedente da regra) ⇒ Y (consequente da regra), e no modelo matemático proposto (AGRAWAL, IMIELINSKI e SWAMI, 1993), as RA devem atender as métricas de suporte e confiança mínimos propostos na pesquisa feita a base de dados. Seja I ={i1,...,in} um conjunto de literais, denominados itens. Qualquer conjunto é chamado de *itemset*. Logo um *itemset* X com k elementos é chamado de *itemset-k*. Seja R uma tabela com tuplas t que envolvem elementos que são subconjuntos de I. A tupla t suporta um *itemset* X, se Seja |Z| o número total de ocorrências do itemset Z na tuplas da tabela T. As métricas de suporte *sup* e confiança conf são apresentadas a seguir:

|  |  |  |
| --- | --- | --- |
|  |  | (1) |

|  |  |  |
| --- | --- | --- |
|  |  | (2) |

O problema da obtenção das RA, foi como foi estabelecido inicialmente, envolve o descobrimento de regras que satisfaçam as restrições de suporte mínimo (*minsup*) e confiança mínima (*minconf*) especificadas pelo usuário.

O suporte de um *itemset* X é a razão entre o número de tuplas em T que suportam X e o número total de tuplas de R. O suporte é utilizado como restrição para a obtenção das regras. Um itemset X é chamado de *itemset frequente* se o suporte de X for maior ou igual ao suporte mínimo especificado pelo usuário. Também podemos traduzir uma regra de associação , onde , pode ser traduzida por “se X então Y”, a qual indica que quando ocorre X tende a ocorrer Y, enquanto que a confiança de uma regra é a razão entre o número de tuplas que contém X e Y, e o número de tuplas que contém X, também chamada de medida de força de uma regra. Dentre as técnicas usadas para mineração das RA destaca-se o algoritmo Apriori como principal ferramenta de verificação das RA. Descrito por Tan, Steinbach e Kumar (2009), parte do princípio que, se a frequência de um conjunto de itens é relevante, implica na relevância dos seus subconjuntos também, ou seja, se {x, y, z} é um conjunto de itens frequentes, qualquer transação que contenha {x, y, z} deve conter seus subconjuntos {x,y}, {x, z}, {y,z}, {z}, {x}, {y}. Cabe ressaltar que este algoritmo suporta um grande número de atributos, fornecendo inúmeras alternativas combinatórias entre os atributos através de buscas sucessivas a base de dados com ótimo desempenho de tempo de processamento .

## DUAL SCALING

Método versátil para análise de dados, o *Dual Scaling* (DS)foi desenvolvido por Nishisato para ser uma *ferramenta para inspeção visual* de indivíduos e suas preferências para estímulos coletados através de questionários de opinião. O mapeamento resultante do DS, transforma cada atributo ou associação através de um ponto no espaço-solução resultante. Os comportamentos e preferências de grupos de indivíduos que tem opiniões similares emergem da distribuição de pontos porque indivíduos e estímulos relacionados são mapeados pertos um dos outros, enquanto dados não relacionados aparecem apartados no espaço-solução (FORTES, 2019).

Apesar de ter sido desenvolvido para análise de preferências de indivíduos, segundo Nishisato o *Dual Scaling* pode descobrir estilos de respostas em praticamente todos os tipos de bases de dados.

Os dados resultantes da análise utilizando o DS são expressados em função do padrão de resposta escolhido, e as unidades de análise são as opções de respostas. O DSprocura as combinações ponderadas mais informativas de categorias de itens, e gera uma matriz de correlação entre os itens para cada dimensão.

Combinações não-lineares de categorias de itens estão envolvidas em cada dimensão. No DS, a correlação linear é maximizada pela transformação das categorias de forma linear ou não linear, dependendo dos dados.

Para o estudo a respeito da importância das RA pesquisaremos bases de dados com dados do tipo múltipla escolha que será representada como , e será nossa matriz de padrão de respostas, baseada na tabela de padrão de respostas de 0s e 1s, de tamanho , onde cada transação é um indivíduo (linhas da matriz), e os itens ficam organizados como possíveis estímulos ou respostas de múltipla escolha (colunas da matriz).

Inicialmente para o cálculo do DStem por objetivo descobrir a quantidade de dimensões do espaço-solução (, através da seguinte equação:

|  |  |  |
| --- | --- | --- |
|  | , | (3) |

|  |  |  |
| --- | --- | --- |
|  |  |  |

onde é o número de tuplas de nossa matriz de padrão de respostas , e é o número de categorias dos itens de resposta (questões).

Em seguida, definimos o vetor através do somatório das linhas da matriz , e o vetor como o somatório das colunas da matriz . Esses vetores são conhecidos como vetores de frequência de linhas e colunas de .

|  |  |  |
| --- | --- | --- |
|  |  | (4) |

|  |  |  |
| --- | --- | --- |
|  |  |  |

|  |  |  |
| --- | --- | --- |
|  |  | (5) |

|  |  |  |
| --- | --- | --- |
|  |  |  |

Dados os vetores de frequência, vamos gerar para cada um deles uma matriz diagonal. A matriz diagonal de linhas é gerada através da diagonalização do vetor de frequência de linhas , que significa gerar uma matriz quadrada de tamanho , onde os valores do vetor serão os valores da diagonal principal da matriz; do mesmo modo, a matriz diagonal de colunas é gerada através da diagonalização do vetor de frequência de colunas , que segue o mesmo modo de operação explicado acima:

|  |  |  |
| --- | --- | --- |
|  |  | (6) |

|  |  |  |
| --- | --- | --- |
|  |  |  |

|  |  |  |
| --- | --- | --- |
|  |  | (7) |

|  |  |  |
| --- | --- | --- |
|  |  |  |

O próximo passo é definir as correlações entre colunas da matriz , cujo resultado chamaremos de matriz , dada pelo resultado da equação:

|  |  |  |
| --- | --- | --- |
|  |  | (8) |

|  |  |  |
| --- | --- | --- |
|  |  |  |

A transposição de matriz é representada por , enquanto a inversão de matriz é representada por *.*

Representado por e , respectivamente, o vetor de autovalores e a matriz de autovetores de . O vetor de autovalores deve ser ordenado, de tal forma que . As colunas da matriz de autovetores devem acompanhar a ordenação de seus respectivos autovalores. Uma vez ordenados, o primeiro item do vetor de autovalores , bem como a primeira coluna da matriz de autovetores , devem ser descartados; e o número máximo de elementos em e colunas em devem ser iguais ao . Logo, temos como o vetor final de autovalores, e como a matriz final de autovetores.

Em seguida, vamos calcular a matriz , dada pela equação:

|  |  |  |
| --- | --- | --- |
|  |  | (9) |

Cabe ressaltar que a operação entre as matrizes da equação que define , representada pelo símbolo , é o produto de *Hadamard* . Obtida a matriz , deve-se calcular o seu vetor de frequência de colunas , através do somatório de todos os valores das colunas da matriz .

|  |  |  |
| --- | --- | --- |
|  |  | (10) |

A seguir no cálculo do *DS*, é calculado o vetor , cujos valores representam os multiplicadores das colunas da matriz final de autovetores para chegarmos à matriz de pesos padrão dos itens (*x-normed weights*). O vetor pode ser definido pela equação:

|  |  |  |
| --- | --- | --- |
|  |  | (11) |

onde representa o somatório de todos os valores da matriz de padrão de respostas . Uma vez conhecido o vetor de multiplicadores , calculamos então a matriz de pesos padrão dos itens, representada por , e dada pela equação:

|  |  |  |
| --- | --- | --- |
|  | . | (12) |

As coordenadas finais de cada um dos itens no espaço-solução são dadas pela matriz de pesos projetados dos itens (*x-projected weights*), representada por e obtida pela equação:

|  |  |  |
| --- | --- | --- |
|  | , | (13) |

onde é um vetor que contém os multiplicadores para as colunas da matriz de pesos padrão , definido pela equação:

|  |  |  |
| --- | --- | --- |
|  | . | (14) |

De posse das coordenadas dos itens no espaço-solução, o próximo passo é calcular as coordenadas das transações. A primeira etapa deste cálculo consiste na multiplicação da matriz de padrão de respostas pela matriz de pesos padrão de itens . A matriz resultante deste produto é representada pela seguinte equação:

|  |  |  |
| --- | --- | --- |
|  | . | (15) |

Dados os valores da matriz , calculamos a matriz de pesos padrão das transações (*y-normed weights*), representada por , utilizando a fórmula abaixo:

|  |  |  |
| --- | --- | --- |
|  |  | (16) |

As coordenadas finais de cada uma das transações no espaço-solução são dadas pelos valores da matriz de pesos projetados das transações (*y-projected weights*), representada por e obtida pela equação:

|  |  |  |
| --- | --- | --- |
|  |  | (17) |

O último passo do *Dual Scaling* é calcular , vetor com os valores do percentual de representatividade de cada uma das dimensões do espaço-solução na solução como um todo. O cálculo de acontece através da equação:

|  |  |  |
| --- | --- | --- |
|  |  | (18) |

Os resultados obtidos através dos cálculos dos algoritmos do DS permitem verificação das características apresentadas pelas RA verificadas nas pesquisas feitas a base tais como:

* Aproximação gráfica da representação dos atributos que tem suas associações verificadas nos algoritmos;
* Simplificação da quantidade de dimensões do espaço solução para visualização linear das RA;

## CÁLCULO DAS DISTANCIAS

# VISUALIZADOR

Nesta seção serão abordados métodos diferenciados de apresentação dos resultados para determinado conjunto de RA de modo a facilitar sobremaneira a análise dos dados categóricos de múltipla escolha obtidos em determinada pesquisa. Cabe salientar que não existe a preocupação primeira e específica com a informação em si, mas sim no como, a partir dos dados, pode-se criar formas simplificadas de análise em função de determinada RA específica.

Atualmente, devido ao enorme número de informações geradas de inúmeras formas, é imprescindível que o observador seja capaz de visualizar os resultados de suas pesquisas de maneira simples e eficiente, de modo que tal análise visual se dê de maneira amigável e satisfatória levando a resultados importantes à cerca dos dados de que disponha, fazendo-o aprender com os acertos e possíveis erros detectados nas visualizações, auxiliando-o assim na tomada de decisões. Para tal, propomos o emprego do Dual Scaling mencionado na Seção [3.2](#_dUAL_sCALING).

## Submatriz de distância dado uma RA

Em um primeiro momento serão selecionadas as submatrizes de distância dos itens a partir de uma lista de RA’s previamente produzida. Neste processo serão empregados:

* o vetor de frequência de itens que nos informa o número de indivíduos, no grupo pesquisado, que apresentam determinada característica, i.e., respondem positivamente àquele item;
* o vetor de multiplicadores dos pesos padrão dos itens referentes aos quadrados dos autovalores de cada dimensão;
* a matriz de pesos projetados responsável por fornecer as coordenadas finais de cada um dos itens no espaço solução.

De posse dessas informações mapeiam-se as diferentes submatrizes a partir do arquivo de regras, que se encontra no formato: A ==> B #SUP: C #CONF: D, onde os dados de interesse são:

A – Conjunto de itens antecedentes (mínimo de 1 item);

B – Conjunto de itens consequentes (mínimo de 1 item);

C – Suporte, visto no detalhamento das RA;

D – Confiança, vista no detalhamento das RA;

Separam-se estes dados regra por regra selecionando-se as submatrizes, tanto para antecedentes quanto para consequentes, utilizando-se iterações sucessivas e armazenando-as em um arquivo no formato .csv a partir do qual gerar-se-ão as visualizações relevantes.

## Verficação das relações das distâncias entre antecedentes e consequentes.

É chegado o momento trabalharmos com as submatrizes obtidas segundo descrito na subseção anterior com o intuito de encontramos os pontos médios de antecedentes e consequentes, para tal será empregada a fórmula (15) onde é o ponto desejado, é o número de itens de determinada RA e é o vetor de coordenadas para cada item presente na RA.

|  |  |  |
| --- | --- | --- |
|  |  | (19) |

Tomemos como exemplo a regra da linha 272 do arquivo bloodPressureNishisatobook.D18.N15.txt indicada por: 9, 16 ==> 6, 12, onde 9 (idoso) e 16 (baixo) são os itens antecedentes e 6 (enxaqueca frequente) e 12 (ansiedade alta) os consequentes.

Aplicando os dados na equação (19) teremos:

|  |  |  |
| --- | --- | --- |
|  |  | (20) |

Onde:

Sendo assim, obtemos o ponto médio dos itens antecedentes ():

Cálculo semelhante se dará com os itens consequentes de modo a obtermos o ponto médio desejado (P).

De posse destes valores já é possível calcular as distâncias entre os pontos médios de antecedentes e consequentes () bem como as distâncias de cada um dos pontos médios de antecedentes () e consequentes () até a origem, o que se dará através da métrica chi-quadrado, empregada aqui por ser uma das distribuições mais utilizadas em estatística inferencial e permitir a avaliação quantitativamente em relação entre o resultado de um experimento e a distribuição esperada para um fenômeno. Este método encontra-se muito bem e didaticamente pormenorizado em (FORTES, 2018).

Ocorre que, como vimos na Seção [3.2](#_dUAL_sCALING), faz-se necessário o conhecimento do suporte referente a cada item da base de dados, entretanto não existe suporte que corresponda a um ponto médio e nem mesmo a origem, o que nos remete a imposição de criarmos uma pequena adaptação neste tocante. Esta ocorrerá de duas maneiras distintas.

Na determinação da distância entre os pontos médios de antecedentes e consequentes empregar-se-á método semelhante àquele utilizado para o suporte a partir da Matriz Padrão de Repostas (MPR) (F em) tomando-se apenas os itens indicados em cada uma das RA, enquanto que no do cálculo das distâncias dos pontos médios em relação a origem os suportes usados na determinação anterior serão reutilizados ocorrendo porém a simplificação natural da origem que, indicada por 0 (zero) fará o termo assim como a expressão:

|  |  |  |
| --- | --- | --- |
|  |  | (21) |

assumirem valor idêntico à origem, deixando a fórmula número ... com a seguinte grafia:

|  |  |  |
| --- | --- | --- |
|  |  | (22) |

Onde,

|  |  |  |
| --- | --- | --- |
|  | , | (23) |

dirá respeito ao ponto médio antecedente ou consequente conforme o caso.

Para dar maior clareza façamos uso do exemplo acima, onde já são conhecidos os valores dos pontos médios de antecedentes e consequentes. A base de dados se dá a partir de um questionário médico composto por seis perguntas com o objetivo de avaliar a pressão arterial de pacientes (material fornecido por Nishisato). Vejamos:

1. Como você avalia a sua pressão sanguínea? (Baixa, Normal, Alta)

Itens: 1, 2, 3

2. Você tem enxaquecas com que frequência? (Raramente, Algumas Vezes, Sempre)

Itens: 4, 5, 6

3. Qual a sua idade? (20-34, 35-49, 50-65)

Itens: 7, 8, 9

4. Como você avalia seu nível diário de ansiedade? (Baixa, Normal, Alta)

Itens: 10, 11, 12

5. Como você avalia o seu peso? (Abaixo do Peso, Normal, Acima do Peso)

Itens: 13, 14, 15

6. Como você avalia a sua altura? (Baixo, Mediano, Alto)

Itens: 16, 17, 18

O questionário realizado com 15 indivíduos, foi tabulado no padrão 0 e 1, onde 0 corresponde à resposta negativa e 1 à positiva para cada um dos itens. O resultado pode ser observado na Tabela 1. Nesta, cada indivíduo é tratado como uma transação enquanto que as respostas o são como itens. Os vetores padrão de respostas para cada um dos itens tomados em nosso exemplo em estão destacados em negrito com o exclusivo intuito de facilitar a percepção pelo leitor.

Tabela 1 - Padrão de Respostas.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Transações | | | | | | | | | | | | | | |
| Itens | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| 2 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 3 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 4 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| **6** | **1** | **1** | **1** | **1** | **0** | **0** | **0** | **1** | **0** | **1** | **0** | **0** | **1** | **1** | **1** |
| 7 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| 8 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| **9** | **1** | **0** | **1** | **1** | **0** | **0** | **0** | **0** | **0** | **0** | **0** | **1** | **1** | **0** | **1** |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| **12** | **1** | **1** | **1** | **1** | **0** | **1** | **0** | **1** | **0** | **0** | **1** | **1** | **1** | **0** | **1** |
| 13 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |
| 14 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 15 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| **16** | **1** | **0** | **0** | **1** | **0** | **1** | **0** | **0** | **0** | **0** | **0** | **0** | **1** | **1** | **0** |
| 17 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
| 18 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |

Estes vetores, 9 e 16 para antecedentes e 6 e 12 para consequentes, demonstram claramente que o numerador do suporte dos antecedentes () é 3 enquanto que o dos consequentes () é 7. Como assim? Simples! Este valor (numerador do suporte) se dá quando, para determinada transação, ocorre resposta positiva (1) para os itens, tanto antecedentes como consequentes. Observe que comparando transação por transação (coluna por coluna) dos itens antecedentes é possível notar que as transações 1, 4, 13 estão assinaladas com ‘1’ o que impõe numerador igual a 3. Fazendo o mesmo estudo para os vetores dos itens consequentes vê-se claramente o valor 7 como resultado. Estes numeradores serão empregados na fórmula ... donde obteremos a .

Pormenorizando o cálculo de para o exemplo tomado, veremos que:

|  |  |  |
| --- | --- | --- |
|  |  | (24) |

Efetuando o cálculo aproximado para cada valor de teremos:

E assim vem que para

Repetindo o cálculo para cada valor de teremos como resultado final:

Exemplificando agora o cálculo da distância do ponto médio antecedente até a origem (que se dará através da equação (16) e tomando uma vez mais a RA acima escolhida constataremos:

Para

Replicando o procedimento para os demais valores de o valor final para a distância assim calculada será .

Usar-se-ão estas distâncias para, em função de critério predefinido, montarmos as visualizações objeto deste trabalho. É importante salientar que a análise das distâncias nos levou a concluir que ...
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