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# Introduction

In this chapter, we first describe the research motivation in Section 1.1, then the lecture review is discussed in Section 1.2. After that, we concisely introduce the proposed algorithm and its contributions in Section 1.3 and conclude with the organization of this thesis in Section 1.4.

## Motivation

Schizophrenia is a mental disorder that progressively changes the mental state of a person and can be characterized by apparent changes in perception, thoughts, mood, and behavior [1]. Patient may feel depressed, lack motivation, even not able to live a normal life.

## Lecture Review

## Contributions

## Thesis Organization

# Preliminaries

In this chapter, some prerequisite knowledge is introduced. First, we briefly give background information on deep neural networks, including *convolutional neural networks* (CNN) and *graph convolutional networks* (GCN). Second, we discuss the metric learning techniques for model convergence, which are typically built on *classwise* and *pairwise* scenarios. Third, concepts of transfer learning are presented.

## Deep Neural Networks

### Convolutional Neural Networks

### Graph Convolutional Networks

## Metric Learning

Metric learning is a fundamental approach for model convergence which aims to learn an embedding to encode data points of the same class to stay together while those of different classes to be far apart. This is typically realized by designing a loss function to promote intra-class compactness and inter-class separability effectively. According to the given labels, metric learning can be classified into classwise and pairwise. The former prefers to employ a classification loss to optimize the similarity between samples and weight vectors. The latter often assigns training samples into pair or triplet relations and carries out a metric function to optimize the similarity between samples.

### *Classwise* Scenario

Classwise scenario denotes that the ground-truth label of each sample is accessible; thus, we can approximate a feature vector of each class to globally guide samples. Specifically, it will first calculate a similarity score to describe the relationships between samples of each class and their feature vectors (or centers), then employs the classification loss function to promote the feature discrimination.

Softmax Loss is the most popular classification technique and is also called Categorical Cross-Entropy Loss. It is a combination of Softmax activation function and Cross-Entropy Loss. Concretely, it first imposes Softmax activation function to generate a probability distribution of the learned classes based on the given similarity score, then enforces Cross-Entropy loss to maximize the likelihood of the target class. Formally, it can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.1 ) |

Where and are the batch size and the total number of classes, respectively. indicates a batch of embedding features and denotes the sample belonging to the class. denotes the classification weight matrix, which is the learned center of each class, and is the bias term.

However, Softmax Loss easily leads to sparse feature distribution due to adopting the inner product as the similarity measurement. The nature of the inner product mainly focuses on optimizing the direction of each feature while the magnitude is ignored. As we can see in Figure 2‑1 (a), although the feature distribution seems to be separable, the intra-class compactness is significantly low, not robust to the unseen classes. To solve this problem, Wang *et al.* propose Center Loss to further promote intra-class compactness [2]. Center loss exploits additional embedding centers and adopts Euclidean distance as a metric function to congregate intra-class features. Formally, it can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.2 ) |

Where indicates an additional center embedding of each class

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |
| Figure 2‑1: Visualized results of features training on MNIST [3]. (a) softmax loss may result in the embedding with low intra-class compactness. (b) With the assistance of center loss, the trained model can encode samples well, thereby achieving higher intra-class compactness. | |

Although Center Loss can improve the feature distribution, the memory consumptions and computational costs have to be concerned. Because the critical term is calculated from center embeddings, it requires more effort to compare the difference between samples and these centers for optimization. Besides, we need to adjust the influence of Center Loss carefully. As the Euclidean distance is considered in Center Loss, the loss value range is unbounded, easily resulting in futile optimization.

Recent studies, which consider projecting features and classification weights into a bounded compactness sphere space, design various techniques by adopting different kinds of penalties to control the distribution of the embedding features, thereby resulting in a robust model. An angular softmax (A-softmax) [4] is proposed to map the features and the corresponding weights into the angular space. CosFace [5] and ArcFace [6] impose different margin penalty on the target weight for controlling intra-class compactness. As a matter of fact, these angular losses can be unified as a kind of sphere mapping, and it can be expressed as a general form by:

|  |  |
| --- | --- |
|  | ( 2.3 ) |

Where the margin penalties of SphereFace [4], ArcFace [6] and CosFace [5] are respectively denoted as , and . For other notations, denotes the batch size and is the number of possible label classes. is the angle between the feature vector and its target weight vector and is the angle between the feature and other weight vectors.

Since the above sphere mapping techniques mainly focus on designing different penalties for intra-class perspective to realize the objective, inter-class separability is neglected. RegularFace [7] instead adopts an inter-class viewpoint for learning. It works by imposing a regularization term with the orthogonal property to regulate the similarity between inter-class weights. The regularization term can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.4 ) |

Where and denote the and classification weight, respectively. is the number of possible label classes.

However, this kind of regularization may lead to huge memory usage and ineffective learning procedure to large-scale datasets with large numbers of classes. The critical term is calculated from cosine-similarity matrix; thus, it may not suitable for large-scale classes. To realize a flexible training procedure, a *pairwise* scenario is proposed by directly optimizing the similarity between features. Consequently, the limitation of the label classes will be ignored, and the training procedure becomes flexible.

### *Pairwise* Scenario

Pairwise scenario indicates that only have partial label information is accessible in the mini-batch. Specifically, we only know the pair or triplet relations of each sample. Thus, we cannot employ a classification weights matrix to promote feature discrimination globally. One of the representative approaches is Triplet Loss [8, 9]. Its basic idea is to minimize the distance between an anchor point and a positive point and maximize the distance between an anchor point and a negative point, see Figure 2‑2.

|  |
| --- |
|  |
| Figure 2‑2: The basic idea of Triplet Loss. |

Concretely, Triplet Loss first randomly forms a set with many triplet pairs, then adopts a fixed margin to pull the anchor point closer to the positive point than to the negative point. Formally, it can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.5 ) |

Where Γ is a set with many triplet pairs, , and respectively denotes the index of the anchor, positive and negative points. is a margin constraint. is the embedding function to encode the original data point, and respectively indicate the Euclidean distance between the anchor and positive point and the distance between the anchor and negative point. denotes the hinge function to ignore the negative loss.

However, due to training with random sampling, it inevitably causes the mini-batch involving too many redundant pairs and fails to include a good number of informative samples. It is prone to slow convergence and model degradation, which could seriously limit the targeted performance improvement. Thus, previous studies extensively explore to design mining and weighting schemes. Formally, the batch hard Triplet loss can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.5 ) |

Different from triplet loss, which pulls one positive point while pushes a negative one simultaneously, these approaches explore more samples with negative classes for interaction. *N*-pair Loss [10] aims to *recognize one positive sample from negative samples of classes*. It can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.6 ) |

Where and are the *N*-pairs samples from *N* different classes. Here, and indicate the anchor and the positive sample respectively. denotes the negative sample.

Lifted Structure Loss [11] tends to *identify one positive sample from all corresponding negative samples*. It works by pulling a positive pair as close as possible and pushing all negative samples to a position farther than the margin .

|  |  |
| --- | --- |
|  | ( 2.7 ) |

Where and respectively represent the sets of positive pairs and negative pairs.

Instead of using a portion of informative samples is incorporated to capture the structure of the embedding space, Ranked List Loss [12] exploits all pairs to construct a comprehensive structure for metric learning. In fact, this objective function first mines both non-trivial positive and negative samples, then weights samples according to their loss value to emphasize the importance of each pair. On the other hand, they observe that the distribution of intra-class data may be dropped; thus, they propose a hyper-sphere constraint to preserve the intra-class similarity structure. Formally, it can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.8 ) |

Where if , otherwise. denotes the weighting for positive and negative pairs.

With various mining and weighting schemes, MS Loss [13] extensively discusses the type of similarity pairs, including self-similarity and relative similarity, and designs a principled approach in mining and weighting informative pairs. Since most existing methods only explore either self-similarity or relative similarity for optimization, the performance is limited considerably. Therefore, they propose an algorithm to fully consider multiple similarities during weighting in collecting more informative pairs for better learning. Formally, MS Loss can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.9 ) |

Where and indicate the mined positive pairs and negative pairs according to given anchor . , , and are hyper-parameters as in Binomial Deviance Loss [14].

Departing from mining informative samples, Circle loss [15] observes that the learning manner of previous works is inflexible and easily converges to ambiguous results. To tackle these problems, they propose a self-paced weighting, which measures the disparity between optimal solution and the sample itself, to dynamically adjust the gradient of each sample. Consequently, it leads to flexible optimization and better performance. Besides, they also propose a unified perspective for two elemental learning paradigms, learning with classwise labels and pairwise labels. Circle Loss can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.10 ) |

Where and are non-negative weighting factors; and are the similarity between the anchor and the negative sample and the similarity between the anchor and the positive sample. is a radius of the hypersphere.

However, the embedding density is less discussed and often ignored in previous studies. In the embedding space, the data distribution of each class may have various density so that it is hard to impose a region regularization to restrict the intra-class distribution. In [16], Li *et al.* establish a density regularizer by the k-means center of encoded data in the embedding space, then promote the feature discriminative based on the *P*-way classification formula. This regularization term can be expressed as:

|  |  |
| --- | --- |
|  | ( 2.11 ) |

Where is a density regularization term to measure the distribution of each class, and and denote a set of features with the same class and the corresponding class centroid. is a newly incorporated intermediate variable, which is going to represent as the target density of class .

## Transfer Learning

# Methodology

In this thesis, we propose a multi-task learning framework to realize a mental disorder detection for schizophrenia patients via both emotion recognition and depression estimation. The organization in this chapter is as follows: Section 3.1 briefly introduces the overview our learning framework. In Section 3.2, we first elaborate on the shortcomings of facial analysis for both tasks. We then present a Cross-Modality Graph Convolutional Networks to integrate the information from different modalities effectively: face and context. Importantly, our multi-task learning framework involves many datasets with different domains, and the nature of each task is different, one for classification and another for regression. Thus, In Section 3.3, we respectively design an objective function for each task to realize better learning. On the other hand, we notice that depression estimation is an extension of emotion recognition. In Section 3.4, we introduce an approach to effectively transfer the prior knowledge from the emotion model to the depression one. Finally, in Section 3.5, we illustrate the detection approaches for the mental disorder of schizophrenia patients. By the elaborated design, our algorithm accomplishes impressive performance in many public benchmarks.

## Framework Overview

Our multi-task learning framework is illustrated in Figure 3‑1. Our design mainly consists of four main components: 1) *cross-modality graph convolutional networks* (CMGCN), 2) *density loss* for Emotion Recognition, 3) *distributed loss* for Depression Estimation, and 4) *cross-task knowledge passing (CTKP)*. For the backbone network of each task, we here exploit two-stream architecture, including 2 CNNs with 5 layers, to encode high-level representations from different modalities. After that, we employ our CMGCN to integrate the mental signals from different modalities further resulting in a comprehensive representation for the following processing. As the nature of each task is completely different, we demonstrate density loss and distributed loss to realize a better model convergence. On the other hand, depression estimation is an extension of emotion recognition, we design a knowledge passing scheme, CTKP, to effectively passing the prior knowledge from the emotion model to the depression model. With our well-design multi-task learning framework, our approach can successfully inhibit other state-of-the-art algorithms with a clear margin.

|  |
| --- |
|  |
| Figure 3‑1: Our multi-task learning framework. |

## Cross-Modality Graph Convolutional Networks

To estimate the human mental state, previous studies in Facial Expression Recognition (FER) suppose that facial expression comprises the most discriminative emotional responses; thus, algorithms based on facial analysis have been extensively discussed. However, conventional FER systems often fail to infer the real-time emotional state accurately. As we can see from Figure 3‑2, because of the facial muscle movements, it is ambiguous to estimate the emotion only with the cropped faces. On the other hand, in cognitive science, some studies have shown that people recognize the emotions of others not only from their faces but also from their surrounding contexts, such as the interactions of time series and the overall behaviors of human appearance. Therefore, it is important to design a fusion mechanism to effectively integrate features from different modalities, including the face and context.

|  |
| --- |
|  |
| Figure 3‑2: Comparison of face and context emotional signals. The cropped face of each frame usually expresses with different emotional signals, so the FER system often fails to recognize emotions accurately. If we consider the whole information, including the face and the context, we can get a more certain signal for recognition [17]. |

An intuitive idea [17] is weighting the features from different modalities to emphasize the importance of each other separately. From Figure 3‑3, the previous study adopts Global Average Pooling (GAP) to conclude each modality feature, then separately learns different weightings via many linear layers (MLP) to emphasize the importance of each modality. However, this fusion mechanism will include many irrelevant emotional regions. As we can see from the context image, it only involves a few critical regions (red area) for identification, while others are irrelevant emotional pixels, such as the background. On the other hand, once the face alignment fails to capture the target human face, this separate weighting scheme may not generate a reliable weighting to reduce the effect of the wrong facial information. Another critical issue is the computational costs, as the GAP considers all pixels from the given feature map, it is necessary to calculate the update factor of all parameters during the backpropagation stage. Typically, it will lead to an inefficient training procedure.

|  |
| --- |
|  |
| Figure 3‑3: The existing separate representation [17]. Since the GAP considers all irrelevant pixels, it will limit the performance gain and result in the inefficient training procedure. Moreover, this separate weighting scheme mainly relies on the correct input. Once the wrong human face is given, it cannot reduce the effect of the wrong information. |

To tackle these problems, we propose a *cross-modality graph convolutional networks* (CMGCN) to effectively integrate features from different modalities. Particularly, we here exploit the graph viewpoint to model the correlation between different modalities so that we can learn a joint representation meticulously. Moreover, since too many irrelevant regions are included in the context image, we develop a sampling scheme to build a sparse graph to keep critical regions and significantly drop other irrelevant ones. Finally, we introduce GCN to integrate features from different modalities via the sparse graph to yield a robust representation.

In what follows, we elaborate on our CMGCN step by step. We begin with the cross-modality graph construction to present how we model the correlation for different modalities. Then, we describe the key module, sampling scheme and GCN embedding, to integrate features from different modalities according to the constructed sparse graph. Finally, we conclude the final representation via a bidirectional way.

|  |
| --- |
|  |
| Figure 3‑4: The illustration of our CMGCN. Here, we demonstrate the process from face to context graph. In the implementation, we will carry out our CMGCN parallelly to model the correlation from face to context and from context to face. |

### Cross-Modality Graph Construction

To encode the correlation of different modalities, we consider using an affinity graph to describe the pairwise relations among all pixels, including inner-modality and outer-modality. Given a pair of face and context features maps, the size of their tensor is shown as ; we first reshape the feature maps into for convenient processing. To construct the cross-modality graph from the given face and context feature maps, we here regard each pixel of each feature map as a vertex, and the edge between each pair of vertices is initialized via the cosine similarity. The edge can be formulated as:

|  |  |
| --- | --- |
|  | ( 3.1 ) |

Where and denote the pixel from face and context feature maps respectively.

### Sampling Scheme for Sparse Graph

Observe that the cross-modality graph is the fully-connected graph, which links the pairwise correlation of pixels among different modalities, *i.e.,* from face to context or from context to face. As we mentioned above, only a few regions provide the discriminative emotional signals in the context image. Thus, if we directly apply this graph for the following GCN embedding, there resulting graph feature may easily be dominated by irrelevant information, such as background pixels, see Figure 3‑5. To this end, we come up with a sampling scheme to enhance the sparsity of the graph to reduce the influence of other irrelevant information to tackle the above issue.

|  |
| --- |
|  |
| Figure 3‑5: The correlations between the face and the context modalities. As we can see, in the context image, only a few regions provide discriminative emotional signals while others are background pixels. |

Given the constructed cross-modality graph ,

### GCN Embedding

After building the sparse cross-modality graph , we then introduce a general GCN [18] to construct an embedding to integrate features. Comparing with the typical graph convolution operation, the obtained graph is sparse and exhibits essential correlations of different modalities. It can consequently result in a robust representation more relevant to the following emotion recognition and depression estimation. Formally, GCN embedding can be expressed as follows:

|  |  |
| --- | --- |
| *,* | ( 3.2 ) |

Where is an adjacency matrix in describing the critical correlations of different modalities, and is a normalization diagonal degree matrix. indicate the activation function for non-linear mapping. and are the input feature map and the embedding of GCN.

### Bidirectional Way for Final Representation

To acquire a comprehensive representation, we here consider a bidirectional way to explore critical regions among multi-modalities. Specifically, we seek the high correlation regions not only from face to context but also from context to face. Further, for the graph feature of each modality, we execute a residual connection to prevent the overfitting problem. Finally, we employ GAP to the graph feature of each modality and adopt concatenate operation to yield the final representation. The final representation of our CMGCN can be expressed as follows:

|  |  |
| --- | --- |
|  | ( 3.3 ) |

Where and are face and context features. and indicate the graph feature of each modality based on Equation ( 3.3 ). denotes the concatenate operation to merge two given features.

## Objective Functions

### Density Loss for Emotion Recognition

### Distributed Loss for Depression Estimation

## Cross-Task Knowledge Passing
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