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**Convert Male portraits to female and vice-versa**

The purpose of this Machine-learning project is to show that it's possible to automatically transform pictures of faces in useful and fun ways. The way this is done is by filtering the type of faces used as inputs to the model and the types of faces used as the desired target. The exact same architecture can be used to transform masculine faces into feminine ones, or vice versa, just by switching the source and target images used during training.

* Requirements:
  + 1. Python (3.5+)
    2. TensorFlow (r0.12+)
    3. GPU (optional for faster training)

**-Face Recognition**

Training examples of a Image

**![](data:image/jpeg;base64,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)**

**Used with permission.**

It also has other potential applications, such as vanity filters that make people look more attractive. This would be done by selecting only attractive faces as the target population. More experimentation will be required.

**How it works :**

Here is what we learned in this project. About Machine Learning and many other functionality. Read about Machine Learning on internet.

\* Tune the architecture to the nature of the problem

This project takes 80x100 pixel images as inputs and produces images of the same size as outputs. In addition to that both of those images are faces, which means that the input and output distributions are very similar.

It would be possible to do the same in this project by progressively encoding the 80x100 pixel input image into a 1x1 latent embedding and later expanding it to an image again. However, since we know that the input and output distributions are very similar we don't need to encode the input image all the way down into 1x1 pixels.

In the final architecture the encoder only has two pooling layers. Increasing the number of layers actually lowered the quality of the outputs in the sense that they no longer resembled the person in the source image. The goal was to produce an output that was clearly recognizable as the same person, and that necessarily requires making relatively small changes to the source material.

**Train Model**

Training the model for about 60 to 80 batches. Need to adjust “train time” depending on how many batches/hour your system can train.

**-Training the model** *:*

import numpy as np

import os.path

import tensorflow as tf

import time

import dm\_arch

import dm\_input

import dm\_utils

FLAGS = tf.app.flags.FLAGS

def \_save\_image(train\_data, feature, gene\_output, batch, suffix, max\_samples=None):

"""Saves a picture showing the current progress of the model"""

if max\_samples is None:

max\_samples = int(feature.shape[0])

td = train\_data

clipped = np.clip(gene\_output, 0, 1)

image = np.concatenate([feature, clipped], 2)

image = image[:max\_samples,:,:,:]

cols = []

num\_cols = 4

samples\_per\_col = max\_samples//num\_cols

for c in range(num\_cols):

col = np.concatenate([image[samples\_per\_col\*c + i,:,:,:] for i in range(samples\_per\_col)], 0)

cols.append(col)

image = np.concatenate(cols, 1)

filename = 'batch%06d\_%s.png' % (batch, suffix)

filename = os.path.join(FLAGS.train\_dir, filename)

dm\_utils.save\_image(image, filename)

def \_save\_checkpoint(train\_data, batch):

"""Saves a checkpoint of the model which can later be restored"""

td = train\_data

oldname = 'checkpoint\_old.txt'

newname = 'checkpoint\_new.txt'

oldname = os.path.join(FLAGS.checkpoint\_dir, oldname)

newname = os.path.join(FLAGS.checkpoint\_dir, newname)

# Delete oldest checkpoint

try:

tf.gfile.Remove(oldname)

tf.gfile.Remove(oldname + '.meta')

except: pass

# Rename old checkpoint

try:

tf.gfile.Rename(newname, oldname)

tf.gfile.Rename(newname + '.meta', oldname + '.meta')

except:

pass

# Generate new checkpoint

saver = tf.train.Saver()

saver.save(td.sess, newname)

print(" Checkpoint saved")  
def train\_model(train\_data):

"""Trains the given model with the given dataset"""

td = train\_data

tda = td.train\_model

tde = td.test\_model

dm\_arch.enable\_training(True)

dm\_arch.initialize\_variables(td.sess)

# Train the model

minimize\_ops = [tda.gene\_minimize, tda.disc\_minimize]

show\_ops = [td.annealing, tda.gene\_loss, tda.disc\_loss, tda.disc\_real\_loss, tda.disc\_fake\_loss]

start\_time = time.time()

step = 0

done = False

gene\_decor = " "

print('\nModel training...')

step = 0

while not done:

# Show progress with test features

if step % FLAGS.summary\_period == 0:

feature, gene\_mout = td.sess.run([tde.source\_images, tde.gene\_out])

\_save\_image(td, feature, gene\_mout, step, 'out')

# Compute losses and show that we are alive

annealing, gene\_loss, disc\_loss, disc\_real\_loss, disc\_fake\_loss = td.sess.run(show\_ops)

elapsed = int(time.time() - start\_time)/60

print(' Progress[%3d%%], ETA[%4dm], Step [%5d], temp[%3.3f], %sgene[%-3.3f], \*disc[%-3.3f] real[%-3.3f] fake[%-3.3f]' %

(int(100\*elapsed/FLAGS.train\_time), FLAGS.train\_time - elapsed, step,

annealing, gene\_decor, gene\_loss, disc\_loss, disc\_real\_loss, disc\_fake\_loss))

# Tight loop to maximize CPU utilization

if step < 200:

gene\_decor = " "

for \_ in range(10):

td.sess.run(tda.disc\_minimize)

else:

gene\_decor = "\*"

for \_ in range(2):

td.sess.run(minimize\_ops)

td.sess.run(tda.disc\_minimize)

td.sess.run(tda.disc\_minimize)

td.sess.run(tda.disc\_minimize)

step += 1

# Finished?

current\_progress = elapsed / FLAGS.train\_time

if current\_progress >= 1.0:

done = True

# Decrease annealing temperature exponentially

if step % FLAGS.annealing\_half\_life == 0:

td.sess.run(td.halve\_annealing)

# Save checkpoint

#if step % FLAGS.checkpoint\_period == 0:

# \_save\_checkpoint(td, step)

\_save\_checkpoint(td, step)

print('Finished training!')

* ***Uniqueness***

***Using in this project the following:***

1. Decision Theory
2. Search & Optimization
3. Decision processes
4. Deep Learning
5. Machine Learning – Classification
6. Machine Learning – Clustering
7. Natural Language Processing

* **Machine Learning Problems:**

1. *Choosing the Training Experience*
   1. Choosing the Training Experience
      1. Sometimes straightforward
         1. Text classification, disease diagnosis
      2. Sometimes not so straightforward
         1. Chess playing
   2. Other Attributes
      1. How the training experience is controlled by the learner?
      2. How the training experience represents the situations in which the performance of the program is measured?
2. *Choosing the Target Function*
3. Choosing the Target Function
   1. What type of knowledge will be learned?
   2. How it will be used by the program?
4. Reducing the Learning Problem
   1. From the problem of improving performance *P* at task *T* with experience *E*
   2. To the problem of learning some particular target functions
5. *Solving Real World Problems*
6. What Is the Input?
   1. Features representing the real world data
7. What Is the Output?
   1. Predictions or decisions to be made
8. What Is the Intelligent Program?
   1. Types of classifiers, value functions, etc.
9. How to Learn from experience?
   1. Learning algorithms
10. *Feature Engineering*
11. Representation of the Real World Data
    1. Features: data’s attributes which may be useful in prediction
12. Feature Transformation and Selection
    1. Select a subset of the features
    2. Construct new features, e.g.
       1. Discretization of real value features
       2. Combinations of existing features
13. Post Processing to Fit the Classifier
    1. Does not change the nature
14. Intelligent Programs
15. Value Functions
    1. Input: features
    2. Output: value
16. Classifiers (Most Commonly Used)
    1. Input: features
    2. Output: a single decision
17. Sequence Labeling
    1. Input: sequence of features
    2. Output: sequence of decisions