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#loading necessary packages  
suppressMessages(suppressWarnings(  
 library(psych, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(lsr, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(tidyverse, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(readr, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(sciplot, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(reshape2, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(MASS, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(smacof, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(lm.beta, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(gridExtra, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(magrittr, quietly = TRUE, warn.conflicts = FALSE)))  
suppressMessages(suppressWarnings(  
 library(dplyr, quietly = TRUE, warn.conflicts = FALSE)))

### Assignment 1, part 1

“Try writing a short R function to calculate a (Pearson) covariance matrix for the womenshealth.txt data set. Ideally, your function will accept any number of variables (> 2, no need to test for missing values) and return a covariance matrix for the variables.”

Importing the data file and extracting relevant variables

womenshealth <- read.delim("C:/Users/am3451kl/Dropbox/PhD/Undervisning/Pedagogiskt stöd/womenshealth.txt", header = TRUE)  
sum(is.na(womenshealth))

## [1] 26

Note, the dataset womenshealth includes 26 missing values.  
To make calculations easier henceforth, I will only variables in columns 1-4.

womenshealth.short = womenshealth[1:4]  
  
view(womenshealth.short)

### Writing function for calculation of covariance matrix

Extracting variables into numeric vectors

vec1 <- as.numeric(womenshealth.short$subno)  
vec2 <- as.numeric(womenshealth.short$timedrs)  
vec3 <- as.numeric(womenshealth.short$attdrug)  
vec4 <- as.numeric(womenshealth.short$atthouse)

Equation for calculating the covariance between x and y

Covariance(x,y) = (1/N-1) × (Σ(x - ) × (y - ))

#### Covariance matrix function for two numeric vectors

my.cov1 <- function(vec1, vec2) {  
 covariance <- sum((vec1-mean(vec1))\*(vec2-mean(vec2)))/(NROW(vec1)-1)   
 return(covariance)  
}  
print(my.cov1(vec1,vec2))

## [1] 40.46809

Double checking that my function provides the same answer as the function in base R

cov(vec1,vec2)

## [1] 40.46809

Conclusion: my covariance function returns the same answer as base R for the variables subno and timedrs.

### Write up in the style of a ? vignette

Description

my.cov(x,y) calculates the covariance matrix of two numeric vectors.

Arguments x a numeric vector y a numeric vector

Values Returns the covariance matrix of x and y

### Scaling covariance matrix into correlation

“If you have computed the covariance matrix successfully, try taking a step further by writing another short function to scale the covariance matrix into correlation.”

Equation for calculating the correlation between x and y from the covariance of x and y

Correlation(x,y) = covariancexy / (SDx × SDy)

my.corr1 <- function(vec1,vec2) {  
 corr.calc <- my.cov1(vec1,vec2)/(sd(vec1)\*sd(vec2))  
 return(corr.calc)}  
  
  
print(my.corr1(vec1, vec2))

## [1] 0.01897131

Double checking that my function provides the same answer as the function in base R

print(cor(vec1, vec2))

## [1] 0.01897131

Conclusion: my correlation function returns the same answer as base R for the variables subno and timedrs.

### Expansion of the function for covariance matrix to accept all variables in womenshealth.short

my.cov2 <- function(vec1, vec2, vec3, vec4) {  
 covariance12 <- sum((vec1-mean(vec1))\*(vec2-mean(vec2)))/(NROW(vec1)-1)  
 covariance13 <- sum((vec1-mean(vec1))\*(vec3-mean(vec3)))/(NROW(vec1)-1)  
 covariance14 <- sum((vec1-mean(vec1))\*(vec4-mean(vec4)))/(NROW(vec1)-1)  
 covariance23 <- sum((vec2-mean(vec2))\*(vec3-mean(vec3)))/(NROW(vec2)-1)  
 covariance24 <- sum((vec2-mean(vec2))\*(vec4-mean(vec4)))/(NROW(vec2)-1)  
 covariance34 <- sum((vec3-mean(vec3))\*(vec4-mean(vec4)))/(NROW(vec3)-1)  
 return(matrix(c(covariance12, covariance13, covariance14, covariance23, covariance24, covariance34), nrow = 6, ncol = 1))  
}  
  
(my.cov2(vec1,vec2,vec3, vec4))

## [,1]  
## [1,] 40.4680935  
## [2,] 2.8967303  
## [3,] -74.2953796  
## [4,] 1.3339364  
## [5,] 5.7722025  
## [6,] 0.1457244

This is the covariance matrix for variables subno, timedrs, atthouse, attdrug. It is written in the order cov timedrs-subno, attdrug-subno, atthouse-subno, timedrs-attdrug, timedrs-atthouse.

Double checking that my function provides the same answer as the function in base R

cov(womenshealth.short, use = "pairwise.complete.obs")

## subno timedrs attdrug atthouse  
## subno 37843.61631 40.468093 2.8967303 -74.2953796  
## timedrs 40.46809 120.237020 1.3339364 5.7722025  
## attdrug 2.89673 1.333936 1.3419072 0.1457244  
## atthouse -74.29538 5.772203 0.1457244 18.1280945

Conclusion: my covariance function returns the same answer as base R for the variables subno,timedrs, attdrug, and atthouse.

### Scaling the expanded covariance matrix into a correlation matrix

#Fix this before next time (not working right now)  
my.corr2 <- function(vec1,vec2,vec3, vec4) {  
 corr.calc12 <- my.cov1(vec1, vec2)/(sd(vec1)\*sd(vec2))  
 corr.calc13 <- my.cov1(vec1, vec3)/(sd(vec1)\*sd(vec3))  
 corr.calc14 <- my.cov1(vec1, vec4)/(sd(vec1)\*sd(vec4))  
 corr.calc23 <- my.cov1(vec2, vec3)/(sd(vec2)\*sd(vec3))  
 corr.calc24 <- my.cov1(vec2, vec4)/(sd(vec2)\*sd(vec4))  
 corr.calc34 <- my.cov1(vec3, vec4)/(sd(vec3)\*sd(vec4))  
 return(matrix(c(corr.calc12, corr.calc13, corr.calc14, corr.calc23, corr.calc24, corr.calc34), nrow = 6, ncol = 1))}  
  
  
print(my.corr2(vec1, vec2, vec3, vec4))

## [,1]  
## [1,] 0.01897131  
## [2,] 0.01285436  
## [3,] -0.08969937  
## [4,] 0.10501583  
## [5,] 0.12363641  
## [6,] 0.02954575

Double checking that my function provides the same answer as the function in base R

print(cor(womenshealth.short, use = "pairwise.complete.obs"))

## subno timedrs attdrug atthouse  
## subno 1.00000000 0.01897131 0.01285436 -0.08969937  
## timedrs 0.01897131 1.00000000 0.10501583 0.12363641  
## attdrug 0.01285436 0.10501583 1.00000000 0.02954575  
## atthouse -0.08969937 0.12363641 0.02954575 1.00000000

Conclusion: my correlation function returns the same answer as base R for the variables subno,timedrs, attdrug, and atthouse.

### Assignment 1, part 2: Non-metric multidimensional scaling

“Following the procedures discussed by Everitt and Hothorn (2011), use multidimensional scaling to examine the students’ perceived dissimilarities between the nations.”

The dataset Nations represent ratings of global similarity of different pairs of nations, conducted by 18 students before 1970 on a scale from 1=very different' to9=very similar’.

Nations <- read.delim("C:/Users/am3451kl/Dropbox/PhD/Undervisning/Pedagogiskt stöd/Nations.txt")  
View(Nations)

Dissimilarity matrix

#calculating dissimilarity ratings from the similarity ratings by inverting the scale  
Nat.D = sim2diss(Nations, method = 10)   
  
print(Nat.D)

## Brazil Congo Cuba Egypt France India Israel Japan China UdSSR USA  
## [1,] 10.00 5.17 4.72 6.56 5.28 5.50 6.17 6.50 7.61 6.94 4.61  
## [2,] 5.17 10.00 5.44 5.00 6.00 5.17 6.67 6.61 6.00 6.61 7.61  
## [3,] 4.72 5.44 10.00 4.83 5.89 6.00 6.39 7.06 4.50 4.56 6.83  
## [4,] 6.56 5.00 4.83 10.00 5.22 4.17 5.33 6.17 5.61 5.61 6.67  
## [5,] 5.28 6.00 5.89 5.22 10.00 6.56 6.00 5.78 6.33 4.94 4.06  
## [6,] 5.50 5.17 6.00 4.17 6.56 10.00 5.89 5.50 5.89 5.50 5.72  
## [7,] 6.17 6.67 6.39 5.33 6.00 5.89 10.00 5.17 7.00 5.83 4.06  
## [8,] 6.50 6.61 7.06 6.17 5.78 5.50 5.17 10.00 5.83 5.39 3.94  
## [9,] 7.61 6.00 4.50 5.61 6.33 5.89 7.00 5.83 10.00 4.28 7.44  
## [10,] 6.94 6.61 4.56 5.61 4.94 5.50 5.83 5.39 4.28 10.00 5.00  
## [11,] 4.61 7.61 6.83 6.67 4.06 5.72 4.06 3.94 7.44 5.00 10.00  
## [12,] 6.83 6.50 4.89 5.72 5.28 6.00 5.56 5.72 4.94 3.33 6.44  
## Yugoslavia  
## [1,] 6.83  
## [2,] 6.50  
## [3,] 4.89  
## [4,] 5.72  
## [5,] 5.28  
## [6,] 6.00  
## [7,] 5.56  
## [8,] 5.72  
## [9,] 4.94  
## [10,] 3.33  
## [11,] 6.44  
## [12,] 10.00

### Running non-metric multidimensional scaling

#transforming dissimilarity ratings into a dissimilarity distance matrix  
Nat.Ddist <- as.dist(Nat.D)  
#running the actual multidimensional scaling  
(N.mds = isoMDS(Nat.Ddist))

## initial value 22.139081   
## iter 5 value 19.057768  
## final value 18.855420   
## converged

## $points  
## [,1] [,2]  
## Brazil 1.7601751 -2.9725809  
## Congo -2.2095850 -3.0421037  
## Cuba -2.7535795 -0.3547153  
## Egypt -1.0716881 -1.4225984  
## France 0.9691242 0.3820645  
## India -0.1108395 -2.0073935  
## Israel 3.0024371 -0.1595721  
## Japan 2.2058681 2.2918957  
## China -3.1587746 1.5626636  
## UdSSR -0.6589934 2.4348061  
## USA 3.1061716 1.0144607  
## Yugoslavia -1.0803160 2.2730733  
##   
## $stress  
## [1] 18.85542

According to the rule of thumb given in Everitt & Hothorn (2011, p.123) stress values ≥ 20%, poor, Stress = 10%, fair, Stress ≤ 5%, good, Stress = 0, perfect.The stress for this MDS solution is 18.86%, thus indicating fair to poor fit in 2 dimensions.

Running Shephard’s plot to make sense of the stress value.

N.stress.mds <- Shepard(Nat.Ddist, N.mds$points)  
{plot(N.stress.mds, pch = ".")  
lines(N.stress.mds$x, N.stress.mds$yf, type = "S")  
}

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAb1BMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6OgA6Ojo6OpA6ZmY6kNtmAABmADpmOpBmZmZmtrZmtv+QOgCQZgCQkGaQ2/+2ZgC2/7a2///bkDrb25Db2//b/7bb/9vb////tmb/25D//7b//9v///8chuG7AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAMFklEQVR4nO2df2OjqBaGbSfN3Hs3mdlt79YZd2drEr//Z1wBTZO0/gAPcnjzPn80bUIBfYKAerBoCDRF6gqQuFAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgCAsuyEqkEiybHRmCgsGJIvi437wJZkcWEEnwb9udXHZkAZEE75qqeJLKjiwgmuCmqYuPjv0Hd2QZEQU31vHjz8XZwRNzZ8QVLJMdWQAFg8N5MDgUDA4Fg0PB4FAwHMXIX7P/TbgWZCHDVwgpGILh3UnBEFAwOBQMDgWDQ8HgUDA4FJwzM/YVBYNDweBQMDYjt7hRcCaEBqhQcCaE7jAKzgQKBoeCwVEmuHz82Ry2RfHwKpIdUSbY+v36au6QfhbIjigTbG98L21gUjUQSErBY3yyd5QJfm5OLza6ob6OTWLwmR8BSzHc5iCe0GBab8UW7MWyFTaGsxVPaDjuH3/aJlwPjbIo+JZP94hWwTZw1DAYBE7Bt0TaI5wHa4GCQYk87KTg1ETeExS8PoHBQxKFSSRMkl3GUDA4RdydQcGpYQsGZ96eCN5fFJwatmBwKBgcCgZHneDjfnwdWeFy4VEnuGmqoigm1yqUKjcTgranCP5PzzL8Ey52jCY4HJ2CneKBpYJFy4VHpWBzOd/cdjX5aIbl5cKjT3A7yiqc2Tq8CVNwo7UPPu4H72aPUS486gSvXK442r5a2gSX5uhc2T54lXLhUSa4MsdnczPsYbvIMAX36BJ83D817ejZnMoqw4fQPuXCo0tweXXb/dCpjvNzk4ZnyhTco0uwVefCFUZasE1lg1YYXTiJLsEmMNQdoeuRU5VGcKeWsUlTKBNsDtJuHD1yKtoI7gZhjC6cQpvgObAFXzKxqXkK7gPPBp+BdkeCJ9An2D08thifJbWO26HYcEedqeAI1dYnuB0+H7ZP3RIN0cuFp7h5jZT9/ISmc62L5yWXknzKhUddCzaCzSo6FQWLoE5we2w+7jdv9qTlCuXqI6/ramEX/B9e3dmOFcrNEp+t0yd43XJzovjwi88/xYGCU6NLsDuF4eAgSwRdgg3u7MXgCljC5cKjTnA/vBo6yyxcLjzqBPeXeHmiQwZ1grtVRu/zlp3Bao9sz8TjNNQJtucpu7vvVig3f9Juasg0yQ6lF7Xf1Fstx4ztyE/wquVmSTH4x+ibMaDg6GTXgvuTHRxFz6MY+H390uclXBI0GlBuapZXNLcWPHirc5xy8yc3wf08eKVypUi3m3MT7B6ItFq5+ZOf4C0HWT7kJnjpvRye5eZPboI9BlkjMcQUrK10n0HWjNsClAmOWZ3cBM8ZZHURDffSgpNeLpqqm3fCc/McG2SZG2s/E6xkqyfwrZzmjYl2LrocX8dD8z7xRvPGxLvYUBU7PMEaD8LjhAueDF05bL/gCb551U/My4Wnl+HFtPLZQ1fkV21eD/ZivNoaN4qCvciv2kEX/GdE+IuVq4v8qh0g+J4j/D9UW/12hJ2LvtsI//yqHSb4biP8x6dJGjcq5BB9xxH++VU77K7Ku43wz6/anCZ5kV+170KwXGF3IZjz4JzgPHiEj5XMotpXcB7sRX7V5jzYi/yqzXmwF/lVm/NgL+7hXPTK5eoiv2pTsBfy1Y69I0IEt8fozVu5LMaQglciQHD98FqZQdY9PgE8v2qHha6YVe4gpkmRbnFXsnWGsHmwETx9oqMuisHFtBTtAh/yq3Z4Cx5d6a4sit3hf28KHm03tc6cJyE1EN+mKKXf9sHV2AOEjfzStt7kD8bKr83JEjiKHjn4Nl0IsQtCTP5oOwqWTtj0zzs7/d2wBScnrA+e4jzCTv9oOwr2TThrCYduLdp6sKOm4JUIGWQtmgD7lquioIy/JSEteEaEv1y5S8nYjQjwFxuWFITw5Qhowd/cBCmTW3bECsrUdrjgTM5FhxaUqc8P+Aou309V5HE1CUVUKOEteKVyl2ZLwdIJk2S3pKBMLgbEzj/XyIb8rv/IAh/ZgCQrBPjIBgr2TZhZZAMFeyfMK7KBgr0T5hXZQMHSCZNkp6AgpVCw0P9oJVwwB1lZANKCZW909S08fhHhoAiWzQ6IvAUXH34hN3gKnvHAHOFy42eH/eUIbsGlquvB2JKWECi4bcnLHjKbqeCZ5Sj6voUJrqeOz1V7CLffgKHJVKaC8yNIcDV1Mdjc9+5OVlNwYgIEn16mul8X3WKfBU/BiQm68X2q++2jW8rNW7VOdGFAdsXgH1B4C57sfpuL+LTyKXULxjU3E1/BVTHnMmGvtW3tPESnJdKJjj7+//RCwWnJ+1RlrOyAoGBwKBgcCgaHgsGhYHAoGBwKBidLwR//mYKHyFJw9OyA0CE4fPXXtZe+zA4lgmUzJ+9QMDgUDA4Fg0PB4FAwOBQMDgWDQ8Hg5C2YX4xJ8hYslwEsIILJEBQMDgWDE0XwjPgHCl6JOC14OGLl8wu4FByNSIfoyaUsKXglYvXBww+1+yw7Co4GB1ngUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDo0Iwoz/joUIwW3A8dAgm0aBgcCgYHAoGh4LBoWBwKBicZILJSiQSvBzZCt1PbmlL8UDzTtScW9pSPNC8EzXnlrYUDzTvRM25pS3FA807UXNuaUvxQPNO1Jxb2lI80LwTNeeWthQPNO9EzbmlLcUDzTtRc25pSyHJoGBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBUSe43LwJ5eSWt55YHnc+h61cZnV37+v4yq4iaBNcF2KCD19fhXIy1G29jnuxr0vTCOc2hDLBbasTE1wPrF4exOll1/6sJLMUzWwQZYKrzf/FBFeSDUT2cGBz3O6Ec/wUXYLb3SjXB5f/bXs5qZ1YP/7Yy+VmKFdpwLoEm+OgmODj3uRUCjmpzGNIJp9o4MFxv0oD1iW4apXItWCLVEdcPbwK5mayepA+5n+OJsG2nxMWfNjKTEXciEgqt0Z8OwfRJLiKMDuUGhy5tis31FrrCK1KsEXsm+1am9RB9biXzE30WDAOruCmNCMiqUGWHR+4ybAIa3XByIKbUvRwXwtOutY6y9EoFExkoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKBgcCgaHgsGhYHAoGBwKBoeCwaFgcCgYHAoGh4LBoWBwKHg+x+/rRHyKgiX49OJCfm4DnOrAEKWrELFSNDhpLdAEu6WsbgS72M8ALgWXjz++/7VW0KccaIK/2BDtCIIP2+f2EL1WXL4caIKf7OJJvQezOl3xbH5ufn3706yjUnXHWffJ+6t96w+zkI55x7zRpnz4sxXcpXCCGxf4uVp8/nLgBNvW2gm2YfR18Wzec4vuVNbY7vxJ/+pStx/a1XSMQ7PKUV08vL7nsfllBZso8Cqfhgwn+HKpnn7FBSd416+M0b7df3K5JoNdmaz74cw35cPrOcV5rcr68ce3lcLzBcATfLHY1nHv7DjBz32fao6250/eDVun/Q/ntU1/keLYLYVWyq1wGh88waZV9n1wO6o2/ee74PM6Pt0n59fmRnDVC75IYQZZ5u16jVVipQAU3JS7y8FuaVrhVQu++OTy9fMWfJGiFWzWUTq9/L7WAhsCIAo+fP3PheDW7Fnw9Xyp/6t7vRLs+uCqE9ymMEfr72/GeLX5R261neggCm47yW6QZfzYfnTXWbTGzNCp+6R/NamvBNuUZhT9nkc7iv61f7IZia5UHBdIwWZK5Lrjtvu0Stt5sGumZh7s+lH3SfdqUl8LPs+D+5S2L35yUzDJVUkjgyU4LrzYQPRBweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4FAwOBYNDweBQMDgUDA4Fg0PB4FAwOBQMDgWDQ8HgUDA4/wKm+rdoV2wPrQAAAABJRU5ErkJggg==)

Conclusion: Fair to poor, closer to poor fit, also indicated by Shephard’s plot given the non-linear shape of the line and the distance of the data points from the line.

Plotting the two-dimensional MDS solution

x2 <- N.mds$points[,1]  
y2 <- N.mds$points[,2]  
  
### Making a simple plot  
{plot(x2, y2, xlab = "Coordinate 1",   
 ylab = "Coordinate 2",   
 type = "n")  
text(x2, y2,   
 labels = colnames(Nations),   
 cex = 0.7)  
}
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### Analysis of coordinates in two-dimensions

The closest two nations in this plot are Yugoslavia and UdSSR, followed by the USA and Israel. Egypt and India also place rather close to each other. One interpretation could be that that the dimension on the x-axis represent similarity in terms of economic system with placements further to the left indicating a more communist economy, and placements further to the right indicate a more capitalist economy. The dimension on the y-axis on the other hand seem to represent similarity in terms of relationship to colonisation. Placements higher up on the y-axis include nations that have had colonies while placements lower down on the y-axis include nations that have been colonies. Note though that the fit of the model in two dimensions was only fair to poor.