Results

library(dplyr)  
library(knitr)  
library(ggplot2)  
library(RColorBrewer)  
library(smoothCV)  
library(data.table)  
library(forecast)  
library(TTR)

## Data Preparation

Set start date to 1 January 2017 and set end date to current system date. Take crude oil price data in the specified period from Yahoo finance:

start <- as.POSIXct("2017-01-01")  
end <- as.POSIXct(Sys.Date())  
  
crude\_wk <- tidyquant::tq\_get("CL=F",   
 from = start, to = end) |>  
 mutate(date = as.Date(date, format ="%d/%m/%Y"),  
 week = ISOweek::ISOweek(date))|>  
 group\_by(week) |> slice\_tail(n = 1) |>  
 select(date, week, close) |> ungroup()  
  
crude\_wk |> head() |>   
 kable(caption = "First five observations in the dataset")

First five observations in the dataset

| date | week | close |
| --- | --- | --- |
| 2017-01-06 | 2017-W01 | 53.99 |
| 2017-01-13 | 2017-W02 | 52.37 |
| 2017-01-20 | 2017-W03 | 52.42 |
| 2017-01-27 | 2017-W04 | 53.17 |
| 2017-02-03 | 2017-W05 | 53.83 |
| 2017-02-10 | 2017-W06 | 53.86 |

## Case the First: pre-2019

trainset <- crude\_wk |>   
 filter(date <= as.Date("2018-10-10")) |>  
 mutate(Split = "Train")  
testset <- crude\_wk |>   
 filter(date > as.Date("2018-10-10")) |>  
 head(4) |> mutate(Split = "Test")  
  
bind\_rows(trainset,testset) |>   
 ggplot(aes(x = date, y = close,   
 color = Split)) +  
 geom\_point() +  
 scale\_color\_brewer(palette="Set1") +  
 theme\_minimal() +  
 xlab ("") + ylab ("") +  
 ggtitle("Crude Oil Price, pre-2019")
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We pick a point where the weak positive trend previously established transitions into a negative trend.

### Aggregation

#### DES

Now we optimize parameters in the training set through cross-validation, and generate an aggregation table for DES:

resultsDES <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(fullset = \_,   
 initialn=12,   
 folds = 20,   
 "DES",   
 alphrange=seq(0.1,1,0.1),   
 betarange=seq(0.1,1,0.1))  
  
aggregateDES <- resultsDES[[3]] |>  
 as\_tibble() |>  
 group\_by(alphrange, betarange) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDES),   
 col.names = c("$\\alpha$", "$\\beta$",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

|  |  | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 0.1 | 0.1 | 24.21855 | 566.60778 | 7.628404 | 19.576321 | 4.257092 | 4.616110 |
| 0.1 | 0.2 | 13.24635 | 184.65251 | 5.132368 | 9.115279 | 2.976714 | 2.631998 |
| 0.1 | 0.3 | 13.03078 | 94.16509 | 5.310935 | 5.911326 | 3.063481 | 1.752101 |
| 0.1 | 0.4 | 13.55964 | 61.36210 | 5.510104 | 3.354422 | 3.185610 | 1.066899 |
| 0.1 | 0.5 | 13.62270 | 97.33306 | 5.298023 | 5.186206 | 3.081098 | 1.671368 |
| 0.1 | 0.6 | 13.83147 | 175.04999 | 5.120507 | 7.628158 | 3.002294 | 2.520726 |

We find parameters that optimize each measure:

params <- aggregateDES |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDES, n = 2) |>  
 purrr::map2(names(params), select,   
 alphrange, betarange)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 paste("Parameters that minimize",   
 titles[[p]][1], "of", titles[[p]][2]) |>  
 kable(bestparams[[p]],   
 caption = \_,  
 col.names = c(  
 paste(  
 {titles[[p]][1] |>   
 R.utils::capitalize()},   
 "of", titles[[p]][2]),  
 "$\\alpha$", "$\\beta$"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE |  |  |
| --- | --- | --- |
| 11.53505 | 0.2 | 0.2 |
| 12.38199 | 0.3 | 0.1 |

Parameters that minimize mean of MAPE

| Mean of MAPE |  |  |
| --- | --- | --- |
| 4.787940 | 0.2 | 0.2 |
| 4.790382 | 0.2 | 0.3 |

Parameters that minimize mean of MAE

| Mean of MAE |  |  |
| --- | --- | --- |
| 2.826612 | 0.2 | 0.2 |
| 2.850716 | 0.2 | 0.3 |

Parameters that minimize var of MSE

| Var of MSE |  |  |
| --- | --- | --- |
| 61.3621 | 0.1 | 0.4 |
| 74.6558 | 0.2 | 0.2 |

Parameters that minimize var of MAPE

| Var of MAPE |  |  |
| --- | --- | --- |
| 3.354422 | 0.1 | 0.4 |
| 4.055937 | 0.2 | 0.2 |

Parameters that minimize var of MAE

| Var of MAE |  |  |
| --- | --- | --- |
| 1.066899 | 0.1 | 0.4 |
| 1.438596 | 0.2 | 0.2 |

The means of all accuracy measures are all minimized by the parameters and , while the variances are all minimized by

#### DMA

resultsDMA <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(initialn=12,   
 folds = 20,   
 "DMA",   
 start = 2,  
 end = 6, dist = 1)  
  
aggregateDMA <- resultsDMA[[3]] |>  
 as\_tibble() |> group\_by(M) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDMA),   
 col.names = c("M",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

| M | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- |
| 2 | 25.78217 | 579.8362 | 6.954203 | 16.577070 | 4.084812 | 5.490662 |
| 3 | 30.37991 | 1338.5765 | 7.209714 | 25.216060 | 4.217126 | 9.660735 |
| 4 | 30.57237 | 1369.9274 | 7.312041 | 20.800480 | 4.360110 | 8.813963 |
| 5 | 22.83093 | 538.2283 | 6.547026 | 12.917950 | 3.883035 | 5.390212 |
| 6 | 17.68174 | 398.7954 | 5.672267 | 9.983421 | 3.371007 | 4.064561 |

We find the window size that optimizes each measure:

params <- aggregateDMA |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDMA, n = 2) |>  
 purrr::map2(names(params), select,   
 M)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 kable(bestparams[[p]],   
 caption = paste("Parameters that minimize",  
 titles[[p]][1], "of",  
 titles[[p]][2]),  
 col.names = c(  
 paste(  
 {titles[[p]][1] |>   
 R.utils::capitalize()},   
 "of", titles[[p]][2]),  
 "M"))|> print(p)  
}

Table: Parameters that minimize mean of MSE  
  
| Mean of MSE| M|  
|-----------:|--:|  
| 17.68174| 6|  
| 22.83093| 5|  
  
  
Table: Parameters that minimize mean of MAPE  
  
| Mean of MAPE| M|  
|------------:|--:|  
| 5.672267| 6|  
| 6.547026| 5|  
  
  
Table: Parameters that minimize mean of MAE  
  
| Mean of MAE| M|  
|-----------:|--:|  
| 3.371007| 6|  
| 3.883035| 5|  
  
  
Table: Parameters that minimize var of MSE  
  
| Var of MSE| M|  
|----------:|--:|  
| 398.7954| 6|  
| 538.2283| 5|  
  
  
Table: Parameters that minimize var of MAPE  
  
| Var of MAPE| M|  
|-----------:|--:|  
| 9.983421| 6|  
| 12.917950| 5|  
  
  
Table: Parameters that minimize var of MAE  
  
| Var of MAE| M|  
|----------:|--:|  
| 4.064561| 6|  
| 5.390212| 5|

The optimal parameter seems to be .

### Comparing baselines with cross-validation

We use two methods as a baseline, optimal DES smoothing and auto.arima:

trainset |> select(close) |>   
 stats::HoltWinters(gamma = F)

Holt-Winters exponential smoothing with trend and without seasonal component.  
  
Call:  
stats::HoltWinters(x = select(trainset, close), gamma = F)  
  
Smoothing parameters:  
 alpha: 1  
 beta : 0.06980948  
 gamma: FALSE  
  
Coefficients:  
 [,1]  
a 74.3399960  
b 0.4553176

trainset |> select(close) |>   
 forecast::auto.arima()

Series: select(trainset, close)   
ARIMA(0,1,0)   
  
sigma^2 = 4.249: log likelihood = -194.95  
AIC=391.9 AICc=391.94 BIC=394.41

We find that optimal smoothing uses the parameters and , while auto.arima selects a random walk model where the prediction for future observations is based on the last observation available in the training set.

trainset |> select(close) |>   
 auto.arima() |> forecast() |>   
 autoplot() +   
 theme\_minimal() +  
 xlab("") + ylab("") +  
 ggtitle("Crude oil price forecasts from ARIMA(0,1,0)")
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Now consider accuracy:

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 forecast::auto.arima() |>   
 predict(4) |> with(pred) |>  
 forecast::accuracy(testset$close)  
 ) |> as\_tibble() |>  
 mutate(method = c("Optimal Smoothing",  
 "Auto ARIMA")) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Optimal Smoothing | -7.680791 | 8.440171 | 7.680791 | -11.585867 | 11.585867 |
| Auto ARIMA | -6.542497 | 7.198103 | 6.542497 | -9.870582 | 9.870582 |

Compare with the DES smoothing parameters provided by cross-validation, and DMA with and 6.

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 0.2, beta = 0.2,  
 gamma = F) |>   
 predict(4) |> accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 0.1, beta = 0.4,  
 gamma = F) |>   
 predict(4) |> accuracy(testset$close),  
   
 accuracy({  
 trainset |> select(close) |>   
 smoothCV::dma.dt(m = 6,  
 nahead = 4)}[[2]] |>  
 select(forc) |> ts(), testset$close)  
   
 ) |> as\_tibble() |>  
 mutate(method = c("Minimize means (DES)",  
 "Minimize variance (DES)",  
 "Optimal DMA"  
 )) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Minimize means (DES) | -3.580955 | 4.863738 | 3.761038 | -5.512808 | 5.765238 |
| Minimize variance (DES) | -2.113257 | 3.718060 | 2.867624 | -3.328233 | 4.385658 |
| Optimal DMA | -6.741388 | 7.746467 | 6.741388 | -10.218375 | 10.218375 |

DES parameters that minimize variance of error measures performed best, followed by DES parameters that minimize mean of error measures. Both performed better than baseline methods and DMA. DMA at performed worse than auto.arima. Optimal DES performed worst.

## Case the Second: COVID

trainset <- crude\_wk |>   
 filter(date <= as.Date("2020-01-07")) |>  
 mutate(Split = "Train")  
  
testset <- crude\_wk |>   
 filter(date > as.Date("2020-01-07")) |>   
 mutate(Split = "Test") |> head(4)  
  
bind\_rows(trainset,testset) |>   
 ggplot(aes(x = date, y = close,   
 color = Split)) +  
 geom\_point() +  
 scale\_color\_brewer(palette="Set1") +  
 theme\_minimal() +  
 xlab ("") + ylab ("") +  
 ggtitle("Crude Oil Price, COVID")
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Scientists in China announced a new coronavirus in January 7, 2020. We see this leads to a sharp downward trend.

### Aggregation

#### DES

Now we optimize parameters in the training set through cross-validation, and generate an aggregation table for DES:

resultsDES <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(fullset = \_,   
 initialn= 37,   
 folds = 30,   
 "DES",   
 alphrange=seq(0.1,1,0.1),   
 betarange=seq(0.1,1,0.1))  
  
aggregateDES <- resultsDES[[3]] |>  
 as\_tibble() |>  
 group\_by(alphrange, betarange) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDES),   
 col.names = c("$\\alpha$", "$\\beta$",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

|  |  | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 0.1 | 0.1 | 42.49662 | 4417.965 | 8.624361 | 55.69392 | 4.991226 | 15.75048 |
| 0.1 | 0.2 | 49.45354 | 4100.300 | 9.623423 | 56.31495 | 5.550512 | 16.29361 |
| 0.1 | 0.3 | 56.69207 | 6037.271 | 10.336899 | 65.88790 | 5.945288 | 18.56582 |
| 0.1 | 0.4 | 56.57830 | 7947.054 | 9.700452 | 78.86570 | 5.583893 | 22.64872 |
| 0.1 | 0.5 | 56.12909 | 7976.801 | 9.350485 | 82.51669 | 5.399909 | 24.07116 |
| 0.1 | 0.6 | 57.35164 | 7962.679 | 9.651215 | 78.44395 | 5.598998 | 22.93820 |

We find parameters that optimize each measure:

params <- aggregateDES |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDES, n = 2) |>  
 purrr::map2(names(params), select,   
 alphrange, betarange)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 paste("Parameters that minimize",   
 titles[[p]][1], "of", titles[[p]][2]) |>  
 kable(bestparams[[p]],   
 caption = \_,  
 col.names = c(  
 paste(  
 {titles[[p]][1] |>  
 R.utils::capitalize()},   
 "of", titles[[p]][2]  
 )  
 ,"$\\alpha$", "$\\beta$"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE |  |  |
| --- | --- | --- |
| 10.45230 | 1 | 0.4 |
| 10.63281 | 1 | 0.3 |

Parameters that minimize mean of MAPE

| Mean of MAPE |  |  |
| --- | --- | --- |
| 4.181675 | 1 | 0.3 |
| 4.239957 | 1 | 0.2 |

Parameters that minimize mean of MAE

| Mean of MAE |  |  |
| --- | --- | --- |
| 2.501439 | 1.0 | 0.3 |
| 2.537278 | 0.9 | 0.4 |

Parameters that minimize var of MSE

| Var of MSE |  |  |
| --- | --- | --- |
| 95.69682 | 1.0 | 0.5 |
| 105.82153 | 0.9 | 0.6 |

Parameters that minimize var of MAPE

| Var of MAPE |  |  |
| --- | --- | --- |
| 5.278833 | 1 | 0.5 |
| 5.597181 | 1 | 0.4 |

Parameters that minimize var of MAE

| Var of MAE |  |  |
| --- | --- | --- |
| 1.741283 | 1.0 | 0.5 |
| 1.968133 | 0.9 | 0.6 |

Mean of MSE is minimized by the parameters , . Means of other accuracy measures are minimized by the set of parameters and , while the variance of all measures are minimized by the parameters and .

#### DMA

Meanwhile for DMA:

resultsDMA <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(initialn=37,   
 folds = 30,   
 "DMA",   
 start = 2,  
 end = 18, dist = 1)  
  
aggregateDMA <- resultsDMA[[3]] |>  
 as\_tibble() |> group\_by(M) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDMA),   
 col.names = c("M",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

| M | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- |
| 2 | 14.52212 | 260.9809 | 4.983072 | 10.95377 | 2.946375 | 3.297824 |
| 3 | 21.51417 | 1319.2832 | 5.806369 | 20.61085 | 3.455916 | 6.771077 |
| 4 | 31.58821 | 1510.9497 | 7.373402 | 25.99712 | 4.413767 | 9.428453 |
| 5 | 32.64612 | 1347.2257 | 7.672119 | 24.96457 | 4.598170 | 8.964734 |
| 6 | 30.61168 | 1492.6508 | 7.248117 | 30.92910 | 4.307940 | 9.760991 |
| 7 | 34.06831 | 3099.7276 | 7.310130 | 44.76550 | 4.306901 | 13.366880 |

We find the window size that optimizes each measure:

params <- aggregateDMA |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDMA, n = 2) |>  
 purrr::map2(names(params), select,   
 M)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 kable(bestparams[[p]],   
 caption = paste("Parameters that minimize",  
 titles[[p]][1], "of",  
 titles[[p]][2]),  
 col.names = c(  
 paste(  
 {titles[[p]][1] |>   
 R.utils::capitalize()},   
 "of", titles[[p]][2]),  
 "M"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE | M |
| --- | --- |
| 14.52212 | 2 |
| 21.51417 | 3 |

Parameters that minimize mean of MAPE

| Mean of MAPE | M |
| --- | --- |
| 4.983072 | 2 |
| 5.806369 | 3 |

Parameters that minimize mean of MAE

| Mean of MAE | M |
| --- | --- |
| 2.946375 | 2 |
| 3.455916 | 3 |

Parameters that minimize var of MSE

| Var of MSE | M |
| --- | --- |
| 260.9809 | 2 |
| 1319.2832 | 3 |

Parameters that minimize var of MAPE

| Var of MAPE | M |
| --- | --- |
| 10.95377 | 2 |
| 20.61085 | 3 |

Parameters that minimize var of MAE

| Var of MAE | M |
| --- | --- |
| 3.297824 | 2 |
| 6.771077 | 3 |

The optimal parameter seems to be .

### Comparing baselines with cross-validation

We use two methods as a baseline:

trainset |> select(close) |>  
 auto.arima()

Series: select(trainset, close)   
ARIMA(0,1,0)   
  
sigma^2 = 4.878: log likelihood = -344.96  
AIC=691.92 AICc=691.95 BIC=694.97

trainset |> select(close) |>  
 stats::HoltWinters(gamma=F)

Holt-Winters exponential smoothing with trend and without seasonal component.  
  
Call:  
stats::HoltWinters(x = select(trainset, close), gamma = F)  
  
Smoothing parameters:  
 alpha: 1  
 beta : 0.06321651  
 gamma: FALSE  
  
Coefficients:  
 [,1]  
a 63.049999  
b 0.352854

As before, auto.arima picked a random walk model. Moreover optimal smoothing picked the parameters and

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 forecast::auto.arima() |>   
 predict(4) |> with(pred) |>  
 forecast::accuracy(testset$close)  
 ) |> as\_tibble() |>  
 mutate(method = c("Optimal Smoothing",  
 "Auto ARIMA")) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Optimal Smoothing | -8.099633 | 8.818481 | 8.099633 | -14.90619 | 14.90619 |
| Auto ARIMA | -7.217498 | 7.857159 | 7.217498 | -13.28268 | 13.28268 |

Compare with the DES smoothing parameters provided by cross-validation and DMA.

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.4,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.3,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.5,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 accuracy({  
 trainset |> select(close) |>   
 smoothCV::dma.dt(m = 2,  
 nahead = 4)}[[2]] |>  
 select(forc) |> ts(), testset$close)  
   
   
 ) |> as\_tibble() |>  
 mutate(method = c("Minimize mean MSE",  
 "Minimize mean MAPE and MAE",  
 "Minimize variances",  
 "Optimal DMA"  
 )) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Minimize mean MSE | -9.999082 | 10.89145 | 9.999082 | -18.40198 | 18.40198 |
| Minimize mean MAPE and MAE | -9.752956 | 10.62267 | 9.752956 | -17.94900 | 17.94900 |
| Minimize variances | -10.157459 | 11.06442 | 10.157459 | -18.69346 | 18.69346 |
| Optimal DMA | -10.467500 | 11.40527 | 10.467500 | -19.26461 | 19.26461 |

Cross-validation performed worse than the baseline.

## Case the Third: COVID Recovery

trainset <- crude\_wk |>   
 filter(date <= as.Date("2020-04-27")) |>  
 mutate(Split = "Train")  
testset <- crude\_wk |>   
 filter(date > as.Date("2020-04-27")) |>  
 head(4) |> mutate(Split = "Test")  
  
bind\_rows(trainset,testset) |>  
ggplot(aes(x = date, y = close,   
 color = Split)) +  
 geom\_point() +  
 scale\_color\_brewer(palette="Set1") +  
 theme\_minimal() +  
 xlab ("") + ylab ("") +  
 ggtitle("Crude Oil Price, COVID Recovery")

![](data:image/png;base64,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)

Saudi Arabia and Russia agreed to cut production in April 2020. However, the effect of these cuts on WTI futures price were lagged - supply needed time to adjust. Therefore, oil prices only began to rise in May. This is another area where we can experiment with smoothing.

### Aggregation

#### DES

Now we optimize parameters in the training set through cross-validation, and generate an aggregation table:

resultsDES <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(fullset = \_,   
 initialn=53,   
 folds = 30,   
 "DES",   
 alphrange=seq(0.1,1,0.1),   
 betarange=seq(0.1,1,0.1))  
  
aggregateDES <- resultsDES[[3]] |>  
 as\_tibble() |>  
 group\_by(alphrange, betarange) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDES),   
 col.names = c("$\\alpha$", "$\\beta$",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

|  |  | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 0.1 | 0.1 | 79.58787 | 22409.63 | 14.95391 | 584.7713 | 6.288107 | 36.01184 |
| 0.1 | 0.2 | 84.09288 | 19081.28 | 15.81616 | 474.2507 | 6.980449 | 30.88001 |
| 0.1 | 0.3 | 91.22610 | 20100.20 | 16.18864 | 393.1239 | 7.457094 | 30.60582 |
| 0.1 | 0.4 | 81.53257 | 14612.62 | 14.03686 | 268.6871 | 6.822230 | 30.31566 |
| 0.1 | 0.5 | 73.28523 | 11113.82 | 12.71666 | 211.2417 | 6.372895 | 28.06219 |
| 0.1 | 0.6 | 73.02217 | 10746.59 | 12.86009 | 197.2549 | 6.504965 | 25.75470 |

We find parameters that optimize each measure:

params <- aggregateDES |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDES, n = 2) |>  
 purrr::map2(names(params), select,   
 alphrange, betarange)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 paste("Parameters that minimize",   
 titles[[p]][1], "of", titles[[p]][2]) |>  
 kable(bestparams[[p]], caption = \_,  
 col.names = c(  
 paste(  
 {titles[[p]][1] |> R.utils::capitalize()},   
 "of", titles[[p]][2]  
 )  
 ,"$\\alpha$", "$\\beta$"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE |  |  |
| --- | --- | --- |
| 21.38116 | 1 | 0.5 |
| 21.77953 | 1 | 0.6 |

Parameters that minimize mean of MAPE

| Mean of MAPE |  |  |
| --- | --- | --- |
| 7.250763 | 1.0 | 0.7 |
| 7.366123 | 0.9 | 0.9 |

Parameters that minimize mean of MAE

| Mean of MAE |  |  |
| --- | --- | --- |
| 3.407517 | 1 | 0.3 |
| 3.416105 | 1 | 0.4 |

Parameters that minimize var of MSE

| Var of MSE |  |  |
| --- | --- | --- |
| 796.0093 | 1 | 0.6 |
| 815.0225 | 1 | 0.7 |

Parameters that minimize var of MAPE

| Var of MAPE |  |  |
| --- | --- | --- |
| 34.91936 | 1.0 | 0.9 |
| 40.65303 | 0.9 | 1.0 |

Parameters that minimize var of MAE

| Var of MAE |  |  |
| --- | --- | --- |
| 5.631918 | 1 | 0.6 |
| 5.977887 | 1 | 0.5 |

Mean of MSE is minimized by the parameters and , mean of MAPE is minimized by the parameters and , and mean of MAE is minimized by the parameters and . The parameters and minimize variance of MSE and MAE, while the parameters and .

#### DMA

Meanwhile for DMA:

resultsDMA <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(initialn=53,   
 folds = 30,   
 "DMA",   
 start = 2,  
 end = 26, dist = 1)  
  
aggregateDMA <- resultsDMA[[3]] |>  
 as\_tibble() |> group\_by(M) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDMA),   
 col.names = c("M",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

| M | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- |
| 2 | 30.00932 | 2363.821 | 9.030868 | 198.6425 | 3.920375 | 11.08079 |
| 3 | 50.60450 | 9959.806 | 11.816413 | 442.1122 | 4.861814 | 22.03833 |
| 4 | 56.37461 | 6538.577 | 12.823202 | 335.2772 | 5.726048 | 18.65502 |
| 5 | 49.71152 | 3263.001 | 12.035050 | 199.3164 | 5.664199 | 13.16143 |
| 6 | 41.54493 | 2459.919 | 10.287268 | 111.6493 | 5.073461 | 11.58342 |
| 7 | 45.80808 | 4530.937 | 9.992543 | 129.5905 | 5.043030 | 16.22658 |

We find the window size that optimizes each measure:

params <- aggregateDMA |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDMA, n = 2) |>  
 purrr::map2(names(params), select,   
 M)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 kable(bestparams[[p]],   
 caption = paste("Parameters that minimize",  
 titles[[p]][1], "of",  
 titles[[p]][2]),  
 col.names = c(  
 paste(  
 {titles[[p]][1] |>   
 R.utils::capitalize()},   
 "of", titles[[p]][2]),  
 "M"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE | M |
| --- | --- |
| 30.00932 | 2 |
| 41.54493 | 6 |

Parameters that minimize mean of MAPE

| Mean of MAPE | M |
| --- | --- |
| 9.030868 | 2 |
| 9.992543 | 7 |

Parameters that minimize mean of MAE

| Mean of MAE | M |
| --- | --- |
| 3.920375 | 2 |
| 4.861814 | 3 |

Parameters that minimize var of MSE

| Var of MSE | M |
| --- | --- |
| 2363.821 | 2 |
| 2459.919 | 6 |

Parameters that minimize var of MAPE

| Var of MAPE | M |
| --- | --- |
| 111.6493 | 6 |
| 129.5905 | 7 |

Parameters that minimize var of MAE

| Var of MAE | M |
| --- | --- |
| 11.08079 | 2 |
| 11.58342 | 6 |

The optimal parameter seems to be or 6.

### Comparison

We use two methods as a baseline:

trainset |> select(close) |>  
 auto.arima()

Series: select(trainset, close)   
ARIMA(0,1,1)   
  
Coefficients:  
 ma1  
 0.1731  
s.e. 0.0760  
  
sigma^2 = 6.666: log likelihood = -406.71  
AIC=817.42 AICc=817.49 BIC=823.71

trainset |> select(close) |>  
 stats::HoltWinters(gamma=F)

Holt-Winters exponential smoothing with trend and without seasonal component.  
  
Call:  
stats::HoltWinters(x = select(trainset, close), gamma = F)  
  
Smoothing parameters:  
 alpha: 1  
 beta : 0.08341341  
 gamma: FALSE  
  
Coefficients:  
 [,1]  
a 16.940001  
b -2.062455

auto.arima picked a MA(1) model. Moreover optimal smoothing picked the parameters and

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 forecast::auto.arima() |>   
 predict(4) |> with(pred) |>  
 forecast::accuracy(testset$close),  
   
 {trainset |> select(close) |>  
 naive(4) |>  
 forecast::accuracy(testset$close)  
 }[2,-(6:7)]  
   
 ) |> as\_tibble() |>  
 mutate(method = c("Optimal Smoothing",  
 "Auto ARIMA",  
 "Naive")) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Optimal Smoothing | 15.016138 | 16.72024 | 15.016138 | 52.57841 | 52.57841 |
| Auto ARIMA | 9.990698 | 11.19486 | 9.990698 | 34.85109 | 34.85109 |
| Naive | 9.859999 | 11.07838 | 9.859999 | 34.34453 | 34.34453 |

Compare with the DES smoothing parameters provided by cross-validation.

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.5,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.7,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.3,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.6,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 1, beta = 0.9,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 accuracy({  
 trainset |> select(close) |>   
 smoothCV::dma.dt(m = 2,  
 nahead = 4)}[[2]] |>  
 select(forc) |> ts(), testset$close)  
   
 ) |> as\_tibble() |>  
 mutate(method = c("Minimize mean MSE",  
 "Minimize mean MAPE",  
 "Minimize mean MAE",  
 "Minimize var MSE and MAE",  
 "Minimize var MAPE",  
 "DMA"  
 )) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Minimize mean MSE | 15.70008 | 17.46892 | 15.70008 | 54.99705 | 54.99705 |
| Minimize mean MAPE | 15.16792 | 16.88639 | 15.16792 | 53.11516 | 53.11516 |
| Minimize mean MAE | 16.28543 | 18.10972 | 16.28543 | 57.06707 | 57.06707 |
| Minimize var MSE and MAE | 15.48580 | 17.23435 | 15.48580 | 54.23928 | 54.23928 |
| Minimize var MAPE | 13.97337 | 15.57887 | 13.97337 | 48.89082 | 48.89082 |
| DMA | 17.92500 | 19.75378 | 17.92500 | 63.13329 | 63.13329 |

auto.arima performed best. Cross validation by minimizing variance of MAPE performed best among all smoothing methods, DMA performed worst. Optimal smoothing performed better than all cross-validation parameters except the one that minimizies variance of MAPE. However, the performance between these models are quite close.

## Case the Fourth: Vaccines

trainset <- crude\_wk |>   
 filter(date <= as.Date("2020-11-01")) |>  
 mutate(Split = "Train")  
testset <- crude\_wk |>   
 filter(date > as.Date("2020-11-01")) |>  
 head(4) |> mutate(Split = "Test")  
bind\_rows(trainset,testset) |>  
 ggplot(aes(x = date, y = close,   
 color = Split)) +  
 geom\_point() +  
 scale\_color\_brewer(palette="Set1") +  
 theme\_minimal() +  
 xlab ("") + ylab ("") +  
 ggtitle("Crude Oil Price, COVID Recovery")
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Pfizer announced a COVID-19 vaccine in November 8, 2020, leading to a sharp rise in oil futures price.

### Aggregation

#### DES

Now we optimize parameters in the training set through cross-validation, and generate an aggregation table:

resultsDES <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(fullset = \_,   
 initialn=80,   
 folds = 30,   
 "DES",   
 alphrange=seq(0.1,1,0.1),   
 betarange=seq(0.1,1,0.1))  
  
aggregateDES <- resultsDES[[3]] |>  
 as\_tibble() |>  
 group\_by(alphrange, betarange) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDES),   
 col.names = c("$\\alpha$", "$\\beta$",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

|  |  | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 0.1 | 0.1 | 112.0335 | 22611.52 | 20.21526 | 557.5587 | 7.992590 | 42.13256 |
| 0.1 | 0.2 | 137.3531 | 33536.82 | 22.49059 | 536.0381 | 9.215490 | 45.98062 |
| 0.1 | 0.3 | 173.6070 | 59419.65 | 24.85633 | 584.0476 | 10.352482 | 58.05164 |
| 0.1 | 0.4 | 176.4699 | 70676.68 | 24.09048 | 547.5882 | 10.143880 | 63.05238 |
| 0.1 | 0.5 | 162.5202 | 62639.72 | 22.40748 | 515.8486 | 9.474089 | 61.59452 |
| 0.1 | 0.6 | 160.4935 | 58306.55 | 22.60598 | 496.7887 | 9.611769 | 55.87709 |

We find parameters that optimize each measure:

params <- aggregateDES |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDES, n = 2) |>  
 purrr::map2(names(params), select,   
 alphrange, betarange)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 paste("Parameters that minimize",   
 titles[[p]][1], "of", titles[[p]][2]) |>  
 kable(bestparams[[p]], caption = \_,  
 col.names = c(  
 paste(  
 {titles[[p]][1] |> R.utils::capitalize()},   
 "of", titles[[p]][2]  
 )  
 ,"$\\alpha$", "$\\beta$"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE |  |  |
| --- | --- | --- |
| 42.16412 | 0.8 | 0.1 |
| 42.18678 | 0.7 | 0.1 |

Parameters that minimize mean of MAPE

| Mean of MAPE |  |  |
| --- | --- | --- |
| 10.59267 | 0.7 | 0.1 |
| 10.61026 | 0.6 | 0.1 |

Parameters that minimize mean of MAE

| Mean of MAE |  |  |
| --- | --- | --- |
| 4.576704 | 0.8 | 0.1 |
| 4.579595 | 0.7 | 0.1 |

Parameters that minimize var of MSE

| Var of MSE |  |  |
| --- | --- | --- |
| 3925.311 | 0.4 | 0.5 |
| 4012.273 | 0.4 | 0.4 |

Parameters that minimize var of MAPE

| Var of MAPE |  |  |
| --- | --- | --- |
| 151.4943 | 0.7 | 0.1 |
| 152.7987 | 0.6 | 0.1 |

Parameters that minimize var of MAE

| Var of MAE |  |  |
| --- | --- | --- |
| 13.75327 | 0.5 | 0.3 |
| 13.79796 | 0.5 | 0.4 |

Means of MSE and MAE are minimized by the parameters and , mean and variance of MAPE are minimized by the parameters and . Variance of MSE is minimized by and and variance of MAE is minimized by and .

#### DMA

Meanwhile for DMA:

resultsDMA <- trainset |> select(close) |>  
 as.data.table() |>   
 fcCV(initialn=80,   
 folds = 30,   
 "DMA",   
 start = 2,  
 end = 39, dist = 1)  
  
aggregateDMA <- resultsDMA[[3]] |>  
 as\_tibble() |> group\_by(M) |>  
 summarise(mean\_MSE=mean(MSE),  
 var\_MSE=var(MSE),  
 mean\_MAPE=mean(MAPE),  
 var\_MAPE=var(MAPE),  
 mean\_MAE=mean(MAE),  
 var\_MAE=var(MAE)) |>  
 ungroup()  
  
kable(head(aggregateDMA),   
 col.names = c("M",  
 "mean (MSE)", "variance (MSE)",  
 "mean (MAPE)", "variance (MAPE)",  
 "mean (MAE)", "variance (MAE)"))

| M | mean (MSE) | variance (MSE) | mean (MAPE) | variance (MAPE) | mean (MAE) | variance (MAE) |
| --- | --- | --- | --- | --- | --- | --- |
| 2 | 92.18967 | 28846.416 | 16.67993 | 609.9523 | 6.447333 | 36.23488 |
| 3 | 59.79302 | 9141.685 | 12.72939 | 273.0482 | 5.407204 | 21.84371 |
| 4 | 51.42964 | 3319.927 | 12.67614 | 145.9223 | 5.522441 | 12.77438 |
| 5 | 52.79086 | 5113.880 | 12.82427 | 183.4710 | 5.476253 | 15.49009 |
| 6 | 64.42980 | 10191.813 | 13.69626 | 262.7885 | 5.789843 | 22.84463 |
| 7 | 70.11533 | 11712.865 | 14.12517 | 268.7640 | 5.983437 | 26.25276 |

We find the window size that optimizes each measure:

params <- aggregateDMA |>  
 select(mean\_MSE, mean\_MAPE, mean\_MAE,  
 var\_MSE, var\_MAPE, var\_MAE)   
  
bestparams <- params |>   
 apply(FUN = slice\_min, MARGIN = 2,   
 .data = aggregateDMA, n = 2) |>  
 purrr::map2(names(params), select,   
 M)  
  
titles <- names(bestparams) |>   
 stringr::str\_split(pattern="\_")  
  
for(p in seq(length(bestparams))){  
 kable(bestparams[[p]],   
 caption = paste("Parameters that minimize",  
 titles[[p]][1], "of",  
 titles[[p]][2]),  
 col.names = c(  
 paste(  
 {titles[[p]][1] |>   
 R.utils::capitalize()},   
 "of", titles[[p]][2]),  
 "M"))|> print(p)  
}

Parameters that minimize mean of MSE

| Mean of MSE | M |
| --- | --- |
| 51.42964 | 4 |
| 52.79086 | 5 |

Parameters that minimize mean of MAPE

| Mean of MAPE | M |
| --- | --- |
| 12.67614 | 4 |
| 12.72939 | 3 |

Parameters that minimize mean of MAE

| Mean of MAE | M |
| --- | --- |
| 5.407204 | 3 |
| 5.476253 | 5 |

Parameters that minimize var of MSE

| Var of MSE | M |
| --- | --- |
| 3319.927 | 4 |
| 5113.880 | 5 |

Parameters that minimize var of MAPE

| Var of MAPE | M |
| --- | --- |
| 145.9223 | 4 |
| 183.4710 | 5 |

Parameters that minimize var of MAE

| Var of MAE | M |
| --- | --- |
| 12.77438 | 4 |
| 15.49009 | 5 |

The optimal parameter seems to be or 3.

### Comparison

We use three methods as a baseline:

trainset |> select(close) |>  
 auto.arima()

Series: select(trainset, close)   
ARIMA(0,1,1)   
  
Coefficients:  
 ma1  
 0.1627  
s.e. 0.0694  
  
sigma^2 = 6.731: log likelihood = -471.61  
AIC=947.21 AICc=947.27 BIC=953.8

trainset |> select(close) |>  
 stats::HoltWinters(gamma=F)

Holt-Winters exponential smoothing with trend and without seasonal component.  
  
Call:  
stats::HoltWinters(x = select(trainset, close), gamma = F)  
  
Smoothing parameters:  
 alpha: 1  
 beta : 0.0557182  
 gamma: FALSE  
  
Coefficients:  
 [,1]  
a 35.7900010  
b -0.2503346

auto.arima chooses a MA(1) model. We also choose the naive method and optimal DES

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 forecast::auto.arima() |>   
 predict(4) |> with(pred) |>  
 forecast::accuracy(testset$close),  
   
 {trainset |> select(close) |>  
 naive(4) |>  
 forecast::accuracy(testset$close)  
 }[2,-(6:7)]  
   
 ) |> as\_tibble() |>  
 mutate(method = c("Optimal Smoothing",  
 "Auto ARIMA",  
 "Naive")) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Optimal Smoothing | 6.073336 | 6.927046 | 6.073336 | 14.20847 | 14.20847 |
| Auto ARIMA | 6.082360 | 6.805415 | 6.082360 | 14.28079 | 14.28079 |
| Naive | 5.447499 | 6.244503 | 5.447499 | 12.73280 | 12.73280 |

Compare with the DES smoothing parameters provided by cross-validation. Variance of MSE is minmized

kable(  
 {  
 rbind(  
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 0.8, beta = 0.1,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 0.7, beta = 0.1,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 0.4, beta = 0.5,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 trainset |> select(close) |>  
 stats::HoltWinters(alpha = 0.5, beta = 0.3,  
 gamma = F) |>   
 predict(4) |>  
 forecast::accuracy(testset$close),  
   
 accuracy({  
 trainset |> select(close) |>   
 smoothCV::dma.dt(m = 4,  
 nahead = 4)}[[2]] |>  
 select(forc) |> ts(), testset$close),  
   
 accuracy({  
 trainset |> select(close) |>   
 smoothCV::dma.dt(m = 3,  
 nahead = 4)}[[2]] |>  
 select(forc) |> ts(), testset$close)  
   
 ) |> as\_tibble() |>  
 mutate(method = c("Minimize mean MSE and MAE",  
 "Minimize mean and var MAPE",  
 "Minimize var MSE",  
 "Minimize var MAE",  
 "DMA (1)",  
 "DMA(2)"  
 )) |>  
 tibble::remove\_rownames() |>   
 tibble::column\_to\_rownames(var="method")  
 },  
 col.names=c("ME", "RMSE" ,"MAE", "MPE", "MAPE"),  
 row.names=T  
 )

|  | ME | RMSE | MAE | MPE | MAPE |
| --- | --- | --- | --- | --- | --- |
| Minimize mean MSE and MAE | 5.289692 | 6.270778 | 5.289692 | 12.291150 | 12.291150 |
| Minimize mean and var MAPE | 4.725506 | 5.773491 | 4.725506 | 10.924638 | 10.924638 |
| Minimize var MSE | 4.340666 | 5.709481 | 4.660910 | 9.915592 | 10.777853 |
| Minimize var MAE | 4.747951 | 6.006911 | 4.844808 | 10.913969 | 11.174760 |
| DMA (1) | 2.759167 | 4.283003 | 3.578647 | 6.137524 | 8.343985 |
| DMA(2) | 5.049721 | 6.378638 | 5.141944 | 11.610586 | 11.858898 |

Cross-validation performed better than baseline. Surprisingly, DMA performed best.