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Q.1 a) Draw a random sample of size 15 from Np, distribution with p=2, where

                                                =1  2' and   =   4 1     1 4   .

b) Compute M.L.E. of , and    based on the sample data generated in (a).

c) Find the distribution of Y= (2X1+2X2 , X1-X2)’. Compute M.L.E.’s of parameters of

                the corresponding distribution based on the generated sample of size 15 from it.

d) Find the distribution of (2X1+3X2 | X1-X2=10). Generate 15 observations from it.

Q.2 a) Draw a random sample of size 15 from N3, distribution, where =4   5   6'

    and  =5 3 1  4 3   3 .

b) Compute M.L.E. of '+b ,  where =3   3  3 '   b=1  2  4' and    based on

                the sample data generated in (a) where is a population correlation matrix.

c) Find the distribution of  X1+3X2+5X3.

Q.3 Consider  X ~ N4, where =4   6  1   5' and  ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAZMAAADcCAMAAACCu7xeAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAKmUExURQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAANuhKbYAAADhdFJOUwABAgMEBQYHCAkLDA0ODxAREhMUFRYYGRsdHh8gISIjJCUmJyosLS4vMTIzNDU2Nzg5Ojs8PT4/QEFCQ0RFRkdISUtMTU9QUVJTVFVWV1hZWltcXV5fYGFiY2RlZmdpamtsbW5vc3R1d3l6e3x9fn+AgYOEhYaHiImKi4yNjo+RkpSVlpeZmpucnZ6foKGio6Slp6ipqqutrq+wsrO0tre4ubq7vL6/wcLExcbHyMnKy8zNzs/Q0dLT1dbX2Nrb3N3e4OHi4+Tl5ufo6err7O3u7/Dx8vP09fb3+Pn6+/z9/pb+ObAAAAAJcEhZcwAAIdUAACHVAQSctJ0AAA6fSURBVHhe7Z35ox01FYBvC6UsxaJlqSIUqoBCrcoiqxQEFQWtCBQBN8qTAmrxKbIo1oKg4IKiiIAWKoIIFhAQZRUVhAKyiMpSsPT8J54kZzKZyTLJvMxrCuf74eUkc+dMcr7evXdmxDAMwzAMw2wwgMFJNMbEQEVT0FgeKKeEnaRARVPQWB4yp3t9wk7Kg52UBzspj8lwsphak8WuQe9wkM9T6+GNqTm3ptbiYz0mh0valQKbT7sTDu/kLtchznYN7qpedLyTunE8AK9Q5OJWzDd/PnWiuAN2p6jJMjW5/1A3kj+qvQ6gbgO16VbqGQzsZIo8LnVqNncNbi9vi2xPA91MFzf3O1kCcBqFccwR+ZxOAG6jdhfZxiHSSV6mgZpv0xZHIYZ1cu/4uOeo9uC+8DD+Pcp5ew9Py/ReJwmZFCDzuZx8WadKyYnJxsfHb8cGDqehCrQ/Pn66rI6VMHXaHdjpfuc4KD6cOWayv2zEPetsGUXxnN+J4xjd4HRdTgAW6OgqijqZCR+V7U6O5VYDYtN5KtT0mXcARzp7Pm8Bx+DcT1FwAsBqCmPwOgFYR1EKK31OttRRdMXgVAr2wZ3UvzjNS9SKfO2E8UeIwpHOeczAytBJwv0EM7mdvNRvZV4n9f0kOu8L1Mqdmk5WUTsaLSrCyTPYD60sbUoeJ8sBPkNhEl4n1aQSHrvqF9VXtJ1sRS1SgpO9RDfg5AT4B0VRuJ1sGZIewu/kORmM9cprOTEowQkcKv74j5s4I7cTzH83hWl4nIhHGDkvgI3kQBrohCIbgGspqkisQBeOdK3yr6Wl+Y47PXFCXiej0cv/c70xCONxIhKKlN5ph1kb2M+23PMgPhzpmuVfrDrNQYNbAD5CYRxOJwsw/1mw7kpRSPGuJx6fk9HjIhdcSb1EAlVeBC9SpJlsJzBXNe7jXiUXbk0yhNPJfzHLH0Qg3ujfI4ci8ToZHSOmtpI6aRzuvC8rnBWjIA9dTuB+aj3HfUEsPGlOTid1jlMwmq3CKPxONhNJk6amCew1w/FZWL+DeHGkM9fx0yr0L+67YuEzqROBz0mVQqSjMAavk0PgKJkrJRlxHOxBkY0rX59jBHCkM5axJWxBUWBt26UtvMuJ+GSWwhh8Tu6FvfCvmFpKNgXcTIHNE65sPQ4RwpHOWIVcksHbabyJeGamMIIuJ+bxI/A4wX8ossVXcvHvGYnAR0XHOqeWNOFuHOmMmmDYwO0krYqT40R/tiKmraJYQreH3ShokHqEDhzpjEWIBZlsME6+2lgDRXH8NXBz2IGCJolH6MKRzrmI4MoAHqIoAqeTB438OZxcVudYCnAEhTFc4D/4ZvrZtUXShLtxpOvjZBZFETidmPkzO8F8b6MoggtDy/wlBW2SJtyNI10fJxTEEOEk5RMqt5NZ9Wf1SbO72rjtE9RWwF0UjEatj+aS1t+NI12HkzGgt/Z7TpdN6pQaTl7R+wLcooIH076SbzrR01ynE1+U8LrrfNizotofYB/Zbgr2top2f4LY6Vzf/RqLFZEMsVGvGdNm9M2GE0zybxXtDeqN2oHwmOzHgk7q4++FnctVCHBuFag2gktw9xo59HwVqDHia3JIk1aBTqx0x4pj/os6NThYRzIULd6SerGcK3eijkxCTsQ3KE+PRpiP+nHI/6Kh/3vPJth5lwqnqcP8KSGfWIuBHBOfZIpWDVVMlds0iXPuoke6apejV+DsVoh3y/25Bm6nCMF8q1ZQ3JNz4EGKRqMZcn7U6Y0lwMH6d8K0YSflwU7Kg52UBzspD3ZSHuykPNhJebCT8mAn5cFOyoOdlAc7KQ92Uh7spDzYSXmwk/JgJ+XBTsqDnZQHOykPdlIe7KQ82El5sJPyYCflwU7Kg52UBzspD3ZSHhu8E/kDjmeoY/NW3No+F1OIQ2S+Q6hnIn+aArCcupHIc0HCWdRrILfAr6lnsIE7OUYe8CDvYXHRFMUB8En59wzVNXhUlRChgSi2kTefDWtV14SyOfIlzrmLzOm6mE/Hc61MAPANiuJ4Vec7UbY1R+MhpqizJaec+pPyXWHvhOno9MuP0ogmcxEzp+sCV1QF4ux5LRYCfIfCON5bpVturQN+Sy0S//t4gD9XQevcg2N6g12yzEXMnK6Di/UpZh0rG53qeggKUmex8t1IrdgSvcaTAXZWkbVT1RX3FAo18QeIInO6Dur1YP2XUFixcULxFPj8fhmF7X3rh56LEtLWN50G/pNGWOlS591B5nRh5hnrsZeWUDsC9zCcHEyhxHgMjM87s74pOvHs5TjDdfLEw2ROF+ZMY6HWmq8F14udIEaOzwH8gsI23upa4C0fodC/l2M8+gBxZE4XBtepr32C8XYUKuJLpzF2EWczp7BN/HM85tA/5fbl2xH2pKgmcxEzpwuD6/Q6eb8swun493Ea6caom9/JgvglYg7TyTkUNnAJzlzEzOnC4Dq9TrAP94g/oqWxDsyzkPidPAO/oagTzEEvu2TscuKc3GvISePQon+nCH6GwRw51MVTRgq/k4QVmjkwtpzshoOIdWa5hEPEkDldGFxPyEkdxU0qyslPEt7zmDkwtpwsWYKj5o2IyPnGkjldGFyO77Frfr1U8T6lurZKkCgnKQs0c2DseuzaCseta3SlHCOCzOnC4HIinIhNcbMybudzQld3iMPMgbHzOX50v32kyOnGkjldGFxNjJOz7VW7MW7ncXJn0vIwR+drYbmldaLwyOnGkjldGFyN6YQiyVSj738P3cK4HYbXUGiws/gsNx5MEuHkRmif0TZyurFkThcm9D7e7Pvr0aSZzn4fv29cGs3M2kng38W4tSVyurFkTtdBvdBTAX5MoQI36TfIsR/Zn+X/DFJwqPPrxxB1FnTiPQeidajMRcycroO/6MNZNVwOcDSF+Di2iMIO6iwuJ64TqoapL0XjykfcYH0u579tLzKn68L4/uRZFWjqKjivY+vkIX1LgGkUaWAhBRhS28WBAEtVFHBib4mebxyZ03VRLXVbfdwnq49i99NDCXOqPqF/sdpna4ALZXAA7Ctb5HpYQ1En91V5jMm0ZnMwndzWIGHCMWRO18mL6mTW+gOKI3HN71HhczQXgG1lG4XaZ5m+DBemkyOzRKCRm6KgM+rqXVbj3jOwFV+tyJONbwt7i6ZBygEiyJyumzXwg8Vj9eV0DSfiStZjo90fdV+U2sMeuM9CgEuoWzk5WLQ1alsUAH/b1bh+oLjArwxUIuTjstsgcxEzp4tAfNk4j2LkJvg5RchXmtuiOAirWL/73ETdA3eY10Bti0NcgN3YAXuylVf0hnnGtTNrNngnr0HYSXnYRZR3qga0IQZ2kgFHEYWG2zTsZNJxFPEw1PAlihF2Mtm4iijuKBQK2Mkk4yyikLIZxaPRA9TGwE4y4C5i457yhXdQEAE7yYC7iBuhE31llhTYSQY8RfwVSrmU4hTYSQZ8RbwcpWxOcQLsJAPeIr5qPqVEw04y4C8iOkkvMDvJgL+IM9xOhKoWtEXATjIQKOKlPerLTjLgL+J8WEZRAuwkA/4iwtcpSIGdZMBbRHiBgiTYSQZ8RexZXHaSAU8RH4ONKWrzsA1tEbCTDLiLeE9jVP9HZAG9/jWhLQJ2kgFnEd9n/J8/JKHO7CQDriJu0RxMqTM7yYCriACHaZa1Hpw6YCcZcBRRPkc0oA0RsJMM2EUkDwb8PePkkrmI7CQD7KQ82El5sJPBWUxtNOwkzCMTXNCJ8lWS5ycwchvyCeoT7CTAjqJgFPcD4O/4d7X+3VcD6UNA/Qp24gfG9c+qenIr7e78j1mzlRCA82iggp0EwYpR1AuAN8l2O1cab2p2EmRiTuq9XXm8mdlJkAk52RTgnxQ68jzLTvoxISdP1udbwTx3U1jhft4XsJMgE3Ji7DwN4CkKiR/hVoADqdeAnQTJ6KSVSBhBXqWuCTsJglWjqAfGzpaTNUKIZD8aqWEnQbBmFPXA2Nl9/q4fCifwAepp2EkQZyljMXZ2OxmNPiSkUKzJXMTM6dY7QzuRv4j7FsUV7CTI4E5Gi+wtmYuYOd16Z3gnjkNkLmLmdOudSXBi1yxzETOnW++wk/LI5QTD18l5U4dnQk6M8wuH8rCTNCbkxNg7kOd465thdhJkYk6WGk5a12esgScp0LCTIBNzgrt/T7Y3GHLUqWsBNpWtq2LsJAg6uYPCXqgvf3fRZXmeJK/C9gJsj3cVjJ2EWIGlg89Spw9TRUEerqvyODkRsiVvkL0m7GRgLrkZVlIoAJiqghV4l1mhwjbspDzYSXmwk/JgJ+XBTsqDnZQHOykPdlIe7KQ82El5sJPyYCflwU7Kg52UBzspD3ZSHuykPNhJebCT8mAn5cFOyoOdlAc7KQ92Uh7spDzYSXmwk/JgJ+XBTsqDnZQHOxmWBfJXJguo1wDHr7sO4DTq1rCTQblaFuR8+L7qmgDMFc3F9sXk2MmQ/J7qUf2u0QBgigpugHUq0LCTAdkZ4AgZnAKwjQw0c+pKWTVjJwOCzxhWRBgDALtRRLCT4ZgJsJZCdlIIWHfj3B7N863gwCoVHW7VjJ0MB9Z9DwqnAayhUIHPJ/BhGfH56icTLDtFjnNF4QDsItvb1UANOxmOoBMp5b7RGXA59WvYyXCEnUgpALOpZ8BOhsPw4DzPnXTyZuoYsJPh6HJyp5Qyh3o17GQ4OpzgyHFCCnVrMhcxc7oNm7ATObBUSNlBDWjYyXAEnQB8UDRThBQ5UMNOhiPkRH8GuTFu4c9WJg2sdnXNGQytz1Yosq9tx06GI3QuW2OAnUwmdbXZSSmcrMthncuWnawvAJbK9gpDzvWybXzPuAVFBDsZFHVKzk0MJVV4ZhXcRN5q2MmgzAIY23+srsrq+oHqi7hJvj8ZpwENOxmYeWhhJ4oRgHdTpDbBPOoYsJPyYCflwU7Kg52UBzspD3ZSHuykPNhJebCT8sju5EhN+2tmJgQVTZDdSc1JNMbEQEVT0BjDMAzDMAwzOYxG/wdHikh3yeL8IgAAAABJRU5ErkJggg==)

               Partition X  as X1=X1, X2' and   X2=X3, X4'

1. Find the distribution of   X1|X2=(4  5)’.
2. Find the distribution of X2|X1=(1  2)'
3. Compute the M.L.E.’s of the corresponding parameters based on the r.s. of size 15 for (a) and (b) above.

> #1a

> n=15

> p=2

> mu = matrix(c(1,2),nrow=2)

> mu

[,1]

[1,] 1

[2,] 2

> Si = matrix(c(4,1,1,4),ncol = 2)

> Si

[,1] [,2]

[1,] 4 1

[2,] 1 4

> C=chol(Si)

> C

[,1] [,2]

[1,] 2 0.500000

[2,] 0 1.936492

> c=t(C)

> c

[,1] [,2]

[1,] 2.0 0.000000

[2,] 0.5 1.936492

> Y = matrix(rep(0,30),nrow=2)

> E1n=matrix(rep(1,n),nrow=1)

> for(i in 1:2)

+ {

+ Y[i,]=rnorm(15,0,1)

+ }

> Y

[,1] [,2] [,3] [,4] [,5] [,6]

[1,] -3.21570578 0.004173273 1.0558277 -0.9994661 0.6607246 -0.3447780

[2,] -0.05746072 -1.905823194 0.6219657 -0.9665116 -1.0402225 0.6139829

[,7] [,8] [,9] [,10] [,11] [,12] [,13]

[1,] 1.5168977 0.7474534 0.3541057 -1.092915 0.2120367 -0.5225635 -0.3537281

[2,] 0.4828386 -0.7179568 -0.7528264 -1.246800 1.7220473 0.9877537 0.2437025

[,14] [,15]

[1,] 1.3903983 0.2254774

[2,] 0.7993193 -1.3415112

> X = (c%\*%Y) + (mu%\*%E1n)

> X

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] -5.4314116 1.008347 3.111655 -0.9989322 2.321449 0.310444 4.033795

[2,] 0.2808749 -1.688524 3.732345 -0.3713746 0.315980 3.016584 3.693462

[,8] [,9] [,10] [,11] [,12] [,13] [,14]

[1,] 2.4949067 1.7082113 -1.1858292 1.424073 -0.04512692 0.2925437 3.780797

[2,] 0.9834094 0.7192107 -0.9608743 5.440749 3.65149511 2.2950638 4.243074

[,15]

[1,] 1.4509547

[2,] -0.4850866

>

> #1b

> #X follows multivariate normal distribution (p- variate) with parameter mu and variance covariance matrix Si

> #to calculate M.L.E. of mu based on sample

> En1 = t(E1n)

> Xbar = (1/n)\*(X%\*%En1)

> Xbar

[,1]

[1,] 0.9517251

[2,] 1.6577592

> #Xbar is the M.L.E of mu

> Enn = matrix(rep(1,225),nrow=15)

> I = diag(15)

> B = (1/n)\*Enn

> A1 = I-B

> S = (1/n)\*(X%\*%A1%\*%t(X))

> S

[,1] [,2]

[1,] 5.228773 2.004922

[2,] 2.004922 4.497749

> SI = (n/(n-1))\*S

> SI

[,1] [,2]

[1,] 5.602256 2.148130

[2,] 2.148130 4.819016

> #Here SI is the M.L.E of sigma

>

> #1c

> A = matrix(c(2,2,1,-1),nrow=2,byrow=T)

> mu1= A%\*%mu

> Si1= A%\*%Si%\*%(t(A))

> #Thus Y1 = (2X1+2X2,X1-X2) with parameter mu1 and Si1

> Y1 = A%\*%X

> #Y1 follows multivariate normal distribution (p- variate) with parameter mu1 and variance covariance matrix Si1

> #to calculate M.L.E. of mu1 based on sample

> En1 = t(E1n)

> Xbar1 = (1/n)\*(Y1%\*%En1)

> Xbar1

[,1]

[1,] 5.218969

[2,] -0.706034

> #Xbar1 is the M.L.E of mu1

> Enn = matrix(rep(1,225),nrow=15)

> I = diag(15)

> B = (1/n)\*Enn

> A1 = I-B

> S1 = (1/n)\*(Y1%\*%A1%\*%t(Y1))

> S1

[,1] [,2]

[1,] 54.945458 1.462048

[2,] 1.462048 5.716678

> #Here S1 is the M.L.E of sigma

>

> #1d

> #to find distribution of (2X1+3X2|X1-X2=10)

> A2 = matrix(c(2,3,1,-1),nrow=2,byrow=T)

> A2

[,1] [,2]

[1,] 2 3

[2,] 1 -1

> mu2= A2%\*%mu

> mu2

[,1]

[1,] 8

[2,] -1

> Si2= A2%\*%Si%\*%(t(A2))

> Si2

[,1] [,2]

[1,] 64 -3

[2,] -3 6

> #Thus Y2 = (2X1+3X2,X1-X2) follows multivariate normal distribution with parameter mu2 and Si2

> mu3 = mu2[1,]+(Si2[1,2]\*(1/Si2[2,2])\*(10-mu2[2,]))

> mu3

[1] 2.5

> Si3 = Si2[1,1]-(Si2[1,2]\*(1/Si2[2,2])\*Si2[2,1])

> Si3

[1] 62.5

> #Thus (2X1+3X2|X1-X2=10) follows normal distribution with parameter mu3 and Si3

> Y2 = rnorm(15,mu3,Si3)

> Y2

[1] 34.604181 -24.828059 23.591249 -1.922399 -29.823855 -5.523604

[7] 162.571905 2.822039 91.481034 -60.499998 61.690142 6.470572

[13] -91.841930 42.531486 47.997458

>

> #2a

> n=15

> p=3

> mu = matrix(c(4,5,6),nrow=3)

> mu

[,1]

[1,] 4

[2,] 5

[3,] 6

> Si = matrix(c(5,3,1,3,4,3,1,3,3),ncol = 3,byrow=T)

> Si

[,1] [,2] [,3]

[1,] 5 3 1

[2,] 3 4 3

[3,] 1 3 3

> C=chol(Si)

> C

[,1] [,2] [,3]

[1,] 2.236068 1.341641 0.4472136

[2,] 0.000000 1.483240 1.6180797

[3,] 0.000000 0.000000 0.4264014

> c=t(C)

> c

[,1] [,2] [,3]

[1,] 2.2360680 0.00000 0.0000000

[2,] 1.3416408 1.48324 0.0000000

[3,] 0.4472136 1.61808 0.4264014

> Y = matrix(rep(0,45),nrow=3)

> E1n=matrix(rep(1,n),nrow=1)

> for(i in 1:3)

+ {

+ Y[i,]=rnorm(15,0,1)

+ }

> Y

[,1] [,2] [,3] [,4] [,5] [,6]

[1,] -0.9232671 0.6498282 -0.01857017 -0.09263239 -0.75502745 -0.6288050

[2,] 0.3861805 -1.0038218 -0.54641793 -1.58880966 0.03006941 -0.5183459

[3,] 0.9807609 0.1800552 0.38542578 -0.82130231 -1.57216152 0.7941741

[,7] [,8] [,9] [,10] [,11] [,12]

[1,] 1.9816780 -1.1613318 0.9593290 -0.8562555 1.27072254 1.0025969

[2,] 0.5056723 0.7624181 1.5673944 -1.2787026 -0.92808458 -0.7819279

[3,] 0.6731836 -1.6731414 -0.3744073 2.0244382 0.03239677 0.1611685

[,13] [,14] [,15]

[1,] 0.9634089 1.1831516 -0.2854728

[2,] 0.6460682 -0.5610166 -0.2135227

[3,] 0.3013901 0.4074148 -1.5946324

> X = (c%\*%Y) + (mu%\*%E1n)

> X

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8]

[1,] 1.935512 5.453060 3.958476 3.792868 2.311707 2.593949 8.431167 1.403183

[2,] 4.334105 4.382928 4.164617 2.519135 4.031625 3.387538 8.408733 4.572759

[3,] 6.630171 4.743124 5.271894 3.037548 5.040624 5.218702 7.991498 6.000860

[,9] [,10] [,11] [,12] [,13] [,14] [,15]

[1,] 6.145125 2.085355 6.841422 6.241875 6.154248 6.645607 3.361663

[2,] 8.611897 1.954590 5.328281 5.185338 7.250823 5.755242 4.300293

[3,] 8.805546 4.411252 5.080384 5.251876 7.604753 5.795074 4.846882

>

> #2b

> a = matrix(c(3,3,3),nrow=3,byrow=T)

> a

[,1]

[1,] 3

[2,] 3

[3,] 3

> b = matrix(c(1,2,4),nrow=3,byrow=T)

> b

[,1]

[1,] 1

[2,] 2

[3,] 4

> at = t(a)

> at

[,1] [,2] [,3]

[1,] 3 3 3

> mu1= (at%\*%mu) + t(b)

Error in (at %\*% mu) + t(b) : non-conformable arrays

> mu1

[,1]

[1,] 6

[2,] -1

> Si1= t(a)%\*%Si%\*%a

> Si1

[,1]

[1,] 234

> #Thus Y1 = aX + b follows normal with parameter mu1 and Si1

> Y1 = a%\*%X + b

Error in a %\*% X : non-conformable arguments

> #Y1 follows normal distribution with parameter mu1 and variance covariance matrix Si1

> #to calculate M.L.E. of mu1 based on sample

> En1 = t(E1n)

> Xbar1 = (1/n)\*(Y1%\*%En1)

> Xbar1

[,1]

[1,] 5.218969

[2,] -0.706034

> #Xbar1 is the M.L.E of mu1

> Enn = matrix(rep(1,225),nrow=15)

> I = diag(15)

> B = (1/n)\*Enn

> A1 = I-B

> S = (1/n)\*(X%\*%A1%\*%t(X))

> S

[,1] [,2] [,3]

[1,] 4.495475 2.917452 1.304787

[2,] 2.917452 3.437412 2.390315

[3,] 1.304787 2.390315 2.087472

> #Here S is the M.L.E of sigma

> r = cov2cor(S)

> r

[,1] [,2] [,3]

[1,] 1.0000000 0.7421645 0.4259332

[2,] 0.7421645 1.0000000 0.8923370

[3,] 0.4259332 0.8923370 1.0000000

> #Here r is M.L.E of rho

>

>

> #2c

> A = matrix(c(1,3,5),nrow=1)

> mu2= A%\*%mu

> mu2

[,1]

[1,] 49

> Si2= A%\*%Si%\*%(t(A))

> Si2

[,1]

[1,] 234

> #Thus Y1 = (X1+3X2+5X3) with parameter mu2 and Si2

> Y1 = A%\*%X

> Y1

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8]

[1,] 48.08868 42.31746 42.81179 26.53802 39.6097 38.85007 73.61486 45.12576

[,9] [,10] [,11] [,12] [,13] [,14] [,15]

[1,] 76.00855 30.00538 48.22818 48.05727 65.93048 52.88671 40.49695

> #Y1 follows normal distribution with parameter mu2 and variance covariance matrix Si2

>

> #3a

> p=2

> mu = matrix(c(4,6,1,5),nrow=4,byrow=T)

> mu

[,1]

[1,] 4

[2,] 6

[3,] 1

[4,] 5

> Si = matrix(c(14.3,1.6,1.8,2.2,1.6,0.6,0.2,0.3,1.8,0.2,1,0.5,2.2,0.3,0.5,0.8),ncol = 4,byrow=T)

> Si

[,1] [,2] [,3] [,4]

[1,] 14.3 1.6 1.8 2.2

[2,] 1.6 0.6 0.2 0.3

[3,] 1.8 0.2 1.0 0.5

[4,] 2.2 0.3 0.5 0.8

> mu1 = matrix(c(4,6),nrow=2,byrow=T)

> mu2 = matrix(c(1,5),nrow=2,byrow=T)

> S11 = matrix(c(14.3,1.6,1.6,0.6),nrow=2,byrow=T)

> S11

[,1] [,2]

[1,] 14.3 1.6

[2,] 1.6 0.6

> S12 = matrix(c(1.8,2.2,0.2,0.3),nrow=2,byrow=T)

> S12

[,1] [,2]

[1,] 1.8 2.2

[2,] 0.2 0.3

> S21 = matrix(c(1.8,0.2,2.2,0.3),nrow=2,byrow=T)

> S21

[,1] [,2]

[1,] 1.8 0.2

[2,] 2.2 0.3

> S22 = matrix(c(1,0.5,0.5,0.8),nrow=2,byrow=T)

> S22

[,1] [,2]

[1,] 1.0 0.5

[2,] 0.5 0.8

> #X(1) subset follows bivariate normal with parameter mu1 and S11

> #X(2) subset follows bivariate normal with parameter mu2 and S22

> X2 = matrix(c(4,5),nrow=2,byrow=T)

> mu3 = mu1+(S12%\*%solve(S22)%\*%(X2-mu2))

> mu3

[,1]

[1,] 5.854545

[2,] 6.054545

> Si3 = S11-(S12%\*%solve(S22)%\*%S21)

> Si3

[,1] [,2]

[1,] 7.9872727 0.7672727

[2,] 0.7672727 0.4872727

> #Thus X(1)|X(2)=(4,5)' follows bivariate normal distribution with parameter mu3 and Si3

>

>

> #3b

> X1 = matrix(c(1,2),nrow=2,byrow=T)

> mu4 = mu2+(S21%\*%solve(S11)%\*%(X1-mu1))

> mu4

[,1]

[1,] 0.6345515

[2,] 4.0697674

> Si4 = S22-(S21%\*%solve(S11)%\*%S12)

> Si4

[,1] [,2]

[1,] 0.7734219 0.2232558

[2,] 0.2232558 0.4546512

> #Thus X(2)|X(1)=(1,2)' follows bivariate normal distribution with parameter mu4 and Si4

>

> #3c

> mu3 = mu1+(S12%\*%solve(S22)%\*%(X2-mu2))

> Si3 = S11-(S12%\*%solve(S22)%\*%S21)

> n=15

> p=2

> C1=chol(Si3)

> C1

[,1] [,2]

[1,] 2.826176 0.2714879

[2,] 0.000000 0.6430918

> c1=t(C1)

> c1

[,1] [,2]

[1,] 2.8261763 0.0000000

[2,] 0.2714879 0.6430918

> Y1 = matrix(rep(0,30),nrow=2)

> E1n=matrix(rep(1,n),nrow=1)

> for(i in 1:2)

+ {

+ Y1[i,]=rnorm(15,0,1)

+ }

> Y1

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] 1.6458085 0.09526325 -0.8402874 -0.3496847 1.073374 2.2298720 0.84299906

[2,] 0.6554805 -0.54609545 -2.0623120 -1.0908112 -1.006812 0.7155584 0.09553828

[,8] [,9] [,10] [,11] [,12] [,13] [,14]

[1,] 0.7398479 0.2289870 -0.4295725 0.6955018 -1.416705 0.101013 -0.06275071

[2,] 1.0866764 0.4757718 0.2227399 -0.7295733 -2.341286 1.440708 -0.22646985

[,15]

[1,] 0.4990810

[2,] -0.5108997

> X11 = (c1%\*%Y1) + (mu3%\*%E1n)

> X11

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8]

[1,] 10.505890 6.123776 3.479745 4.866275 8.888091 12.156557 8.237009 7.945486

[2,] 6.922897 5.729219 4.500162 5.258119 5.698481 7.120099 6.344849 6.954238

[,9] [,10] [,11] [,12] [,13] [,14] [,15]

[1,] 6.501703 4.640498 7.820156 1.850686 6.140026 5.677201 7.265036

[2,] 6.422678 6.081164 5.774183 4.164265 7.008476 5.891868 5.861484

> #X11 is a random sample from the distribution X(1)|X(2)=(4,5)'

> #to calculate M.L.E. of mu based on sample

> En1 = t(E1n)

> Xbar = (1/n)\*(X11%\*%En1)

> Xbar

[,1]

[1,] 6.806542

[2,] 5.982145

> #Xbar is the M.L.E of mu3

> Enn = matrix(rep(1,225),nrow=15)

> I = diag(15)

> B = (1/n)\*Enn

> A1 = I-B

> S = (1/n)\*(X11%\*%A1%\*%t(X11))

> S

[,1] [,2]

[1,] 6.505664 1.661578

[2,] 1.661578 0.716618

> #Here S is the M.L.E of sigma

> mu4 = mu2+(S21%\*%solve(S11)%\*%(X1-mu1))

> Si4 = S22-(S21%\*%solve(S11)%\*%S12)

> C2=chol(Si4)

> C2

[,1] [,2]

[1,] 0.8794441 0.2538602

[2,] 0.0000000 0.6246649

> c2=t(C2)

> c2

[,1] [,2]

[1,] 0.8794441 0.0000000

[2,] 0.2538602 0.6246649

> Y2 = matrix(rep(0,30),nrow=2)

> E1n=matrix(rep(1,n),nrow=1)

> for(i in 1:2)

+ {

+ Y2[i,]=rnorm(15,0,1)

+ }

> Y2

[,1] [,2] [,3] [,4] [,5] [,6]

[1,] 1.6122374 -0.8751284 -0.01661236 -1.0082774 0.9956351 -0.3210435

[2,] 0.9662465 -1.0474019 -0.38343111 0.3998348 -1.9502533 1.0593883

[,7] [,8] [,9] [,10] [,11] [,12]

[1,] -0.04538418 -1.29844354 -0.09749454 2.7230983 -0.6817202 -0.2802816

[2,] 1.05147085 0.07018926 0.42600740 0.4462644 -1.3834644 0.4917014

[,13] [,14] [,15]

[1,] 1.5148398 -0.5361065 -1.337010

[2,] 0.8167604 0.1002341 1.707163

> X22 = (c2%\*%Y2) + (mu4%\*%E1n)

> X22

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] 2.052424 -0.135075 0.6199419 -0.2521721 1.510157 0.3522117 0.5946386

[2,] 5.082631 3.193332 3.8260343 4.0635687 3.104265 4.6500299 4.7150631

[,8] [,9] [,10] [,11] [,12] [,13] [,14]

[1,] -0.507357 0.5488105 3.029364 0.03501667 0.3880595 1.966768 0.1630758

[2,] 3.783989 4.3111293 5.039819 3.03250428 4.3057637 4.964526 3.9962841

[,15]

[1,] -0.5412741

[2,] 4.7967583

> #X22 is a random sample from the distribution X(2)|X(1)=(1,2)'

> #to calculate M.L.E. of mu based on sample

> En1 = t(E1n)

> Xbar = (1/n)\*(X22%\*%En1)

> Xbar

[,1]

[1,] 0.6549727

[2,] 4.1910465

> #Xbar is the M.L.E of mu4

> Enn = matrix(rep(1,225),nrow=15)

> I = diag(15)

> B = (1/n)\*Enn

> A1 = I-B

> S = (1/n)\*(X22%\*%A1%\*%t(X22))

> S

[,1] [,2]

[1,] 1.0051474 0.3074559

[2,] 0.3074559 0.4576797

> #S is M.L.E of sigma Si4