37.

*Input:*

n = 5

graph = [[0, 10, 3, Infinity, Infinity],[Infinity, 0, 1, 2, Infinity],[Infinity, 4, 0, 8, 2],

[Infinity, Infinity, Infinity, 0, 7],[Infinity, Infinity, Infinity, 9, 0]]

source = 0

*Output:*[0, 7, 3, 9, 5]

*Test Case 2:*

*Input:*

n = 4

graph = [[0, 5, Infinity, 10],[Infinity, 0, 3, Infinity],[Infinity, Infinity, 0, 1],

[Infinity, Infinity, Infinity, 0]]

source = 0

*Output:*[0, 5, 8, 9]

import sys

def dijkstra(graph, source):

n = len(graph)

distances = [sys.maxsize] \* n

distances[source] = 0

visited = [False] \* n

for \_ in range(n):

min\_distance = sys.maxsize

min\_index = -1

for v in range(n):

if not visited[v] and distances[v] < min\_distance:

min\_distance = distances[v]

min\_index = v

visited[min\_index] = True

for v in range(n):

if (graph[min\_index][v] != sys.maxsize and

not visited[v] and

distances[min\_index] + graph[min\_index][v] < distances[v]):

distances[v] = distances[min\_index] + graph[min\_index][v]

return distances

n1 = 5

graph1 = [[0, 10, 3, sys.maxsize, sys.maxsize],

[sys.maxsize, 0, 1, 2, sys.maxsize],

[sys.maxsize, 4, 0, 8, 2],

[sys.maxsize, sys.maxsize, sys.maxsize, 0, 7],

[sys.maxsize, sys.maxsize, sys.maxsize, 9, 0]]

source1 = 0

print(dijkstra(graph1, source1)) # Output: [0, 7, 3, 9, 5]

n2 = 4

graph2 = [[0, 5, sys.maxsize, 10],

[sys.maxsize, 0, 3, sys.maxsize],

[sys.maxsize, sys.maxsize, 0, 1],

[sys.maxsize, sys.maxsize, sys.maxsize, 0]]

source2 = 0

print(dijkstra(graph2, source2))

38.

*Input:*

n = 6

edges = [(0, 1, 7), (0, 2, 9), (0, 5, 14),(1, 2, 10), (1, 3, 15),

(2, 3, 11), (2, 5, 2),(3, 4, 6),(4, 5, 9)]

source = 0

target = 4

*Output:*20

*Input:*

n = 5

edges = [(0, 1, 10), (0, 4, 3),(1, 2, 2), (1, 4, 4),(2, 3, 9),(3, 2, 7),(4, 1, 1), (4, 2, 8), (4, 3, 2)]

source = 0

target = 3

*Output:*8

import heapq

def dijkstra\_basic(n, edges, source, target):

graph = {i: [] for i in range(n)}

for u, v, w in edges:

graph[u].append((v, w))

graph[v].append((u, w)) # For undirected graph

min\_heap = [(0, source)]

distances = {i: float('inf') for i in range(n)}

distances[source] = 0

while min\_heap:

current\_distance, current\_vertex = heapq.heappop(min\_heap)

if current\_vertex == target:

return current\_distance

for neighbor, weight in graph[current\_vertex]:

distance = current\_distance + weight

if distance < distances[neighbor]:

distances[neighbor] = distance

heapq.heappush(min\_heap, (distance, neighbor))

return distances[target]

n1 = 6

edges1 = [(0, 1, 7), (0, 2, 9), (0, 5, 14), (1, 2, 10), (1, 3, 15),

(2, 3, 11), (2, 5, 2), (3, 4, 6), (4, 5, 9)]

source1 = 0

target1 = 4

print(dijkstra\_basic(n1, edges1, source1, target1)) # Output: 20

n2 = 5

edges2 = [(0, 1, 10), (0, 4, 3), (1, 2, 2), (1, 4, 4), (2, 3, 9),

(3, 2, 7), (4, 1, 1), (4, 2, 8), (4, 3, 2)]

source2 = 0

target2 = 3

print(dijkstra\_basic(n2, edges2, source2, target2))

39.

*Input:*n = 4

characters = ['a', 'b', 'c', 'd']

frequencies = [5, 9, 12, 13]

*Output:*[('a', '110'), ('b', '10'), ('c', '0'), ('d', '111')]

*Input:*

n = 6

characters = ['f', 'e', 'd', 'c', 'b', 'a']

frequencies = [5, 9, 12, 13, 16, 45]

*Output:*[ ('a', '0'), ('b', '101'), ('c', '100'), ('d', '111'), ('e', '1101'), ('f', '1100')]

def dijkstra\_matrix(n, edges, source, target):

graph = [[float('inf')] \* n for \_ in range(n)]

for u, v, w in edges:

graph[u][v] = w

graph[v][u] = w # For undirected graph

distances = [float('inf')] \* n

distances[source] = 0

visited = [False] \* n

for \_ in range(n):

min\_distance = float('inf')

min\_vertex = -1

for vertex in range(n):

if not visited[vertex] and distances[vertex] < min\_distance:

min\_distance = distances[vertex]

min\_vertex = vertex

visited[min\_vertex] = True

for neighbor in range(n):

if graph[min\_vertex][neighbor] != float('inf'):

distance = min\_distance + graph[min\_vertex][neighbor]

if distance < distances[neighbor]:

distances[neighbor] = distance

return distances[target]

print(dijkstra\_matrix(n1, edges1, source1, target1))

print(dijkstra\_matrix(n2, edges2, source2, target2))

40.

*Input:*

n = 4

characters = ['a', 'b', 'c', 'd']

frequencies = [5, 9, 12, 13]

encoded\_string = '1101100111110'

*Output:*"abaca"

*Input:*

n = 6

characters = ['f', 'e', 'd', 'c', 'b', 'a']

frequencies = [5, 9, 12, 13, 16, 45]

encoded\_string = '110011011100101111001011'

*Output:*"fcbade"

import heapq

from collections import defaultdict

class Node:

def \_\_init\_\_(self, char, freq):

self.char = char

self.freq = freq

self.left = None

self.right = None

def \_\_lt\_\_(self, other):

return self.freq < other.freq

def build\_huffman\_tree(characters, frequencies):

heap = [Node(char, freq) for char, freq in zip(characters, frequencies)]

heapq.heapify(heap)

while len(heap) > 1:

left = heapq.heappop(heap)

right = heapq.heappop(heap)

merged = Node(None, left.freq + right.freq)

merged.left = left

merged.right = right

heapq.heappush(heap, merged)

return heap[0]

def decode\_huffman\_tree(root, encoded\_string):

decoded\_message = []

current\_node = root

for bit in encoded\_string:

current\_node = current\_node.left if bit == '0' else current\_node.right

if current\_node.char:

decoded\_message.append(current\_node.char)

current\_node = root

return ''.join(decoded\_message)

n1 = 4

characters1 = ['a', 'b', 'c', 'd']

frequencies1 = [5, 9, 12, 13]

encoded\_string1 = '1101100111110'

root1 = build\_huffman\_tree(characters1, frequencies1)

output1 = decode\_huffman\_tree(root1, encoded\_string1)

print(output1) # Output: "abacd"

n2 = 6

characters2 = ['f', 'e', 'd', 'c', 'b', 'a']

frequencies2 = [5, 9, 12, 13, 16, 45]

encoded\_string2 = '110011011100101111001011'

root2 = build\_huffman\_tree(characters2, frequencies2)

output2 = decode\_huffman\_tree(root2, encoded\_string2)

print(output2)

41.

*Input:*

n = 5

weights = [10, 20, 30, 40, 50]

max\_capacity = 60

*Output:*50

*Input:*

n = 6

weights = [5, 10, 15, 20, 25, 30]

max\_capacity = 50

*Output:*50

def max\_weight\_greedy(weights, max\_capacity)

weights.sort(reverse=True)

total\_weight = 0

for weight in weights:

if total\_weight + weight <= max\_capacity:

total\_weight += weight

else:

break

return total\_weight

n1 = 5

weights1 = [10, 20, 30, 40, 50]

max\_capacity1 = 60

print(max\_weight\_greedy(weights1, max\_capacity1)) # Output: 50

n2 = 6

weights2 = [5, 10, 15, 20, 25, 30]

max\_capacity2 = 50

print(max\_weight\_greedy(weights2, max\_capacity2))

42.

*Input:*

n = 7

weights = [5, 10, 15, 20, 25, 30, 35]

max\_capacity = 50

*Output:*4

*Input:*

n = 8

weights = [10, 20, 30, 40, 50, 60, 70, 80]

max\_capacity = 100

*Output:*6

def min\_containers(weights, max\_capacity):

weights.sort(reverse=True) # Sort weights in descending order

containers = 0

current\_capacity = 0

for weight in weights:

if current\_capacity + weight > max\_capacity:

containers += 1

current\_capacity = weight

else:

current\_capacity += weight

if current\_capacity > 0:

containers += 1

return containers

n1 = 7

weights1 = [5, 10, 15, 20, 25, 30, 35]

max\_capacity1 = 50

print(min\_containers(weights1, max\_capacity1))

n2 = 8

weights2 = [10, 20, 30, 40, 50, 60, 70, 80]

max\_capacity2 = 100

print(min\_containers(weights2, max\_capacity2))
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*Input:*

n = 4

m = 5

edges = [(0, 1, 10),(0, 2, 6),(0, 3, 5),(1, 3, 15),(2, 3, 4)]

*Output:*

Edges in MST: [(2, 3, 4), (0, 3, 5), (0, 1, 10)]

Total weight of MST: 19

*Input:*

n = 5

m = 7

edges = [(0, 1, 2),(0, 3, 6),(1, 2, 3),(1, 3, 8),(1, 4, 5),(2, 4, 7),(3, 4, 9)]

*Output:*

Edges in MST: [(0, 1, 2), (1, 2, 3), (1, 4, 5), (0, 3, 6)]

Total weight of MST: 16

class DisjointSet:

def \_\_init\_\_(self, n):

self.parent = list(range(n))

self.rank = [0] \* n

def find(self, u):

if self.parent[u] != u:

self.parent[u] = self.find(self.parent[u])

return self.parent[u]

def union(self, u, v):

root\_u = self.find(u)

root\_v = self.find(v)

if root\_u != root\_v:

if self.rank[root\_u] > self.rank[root\_v]:

self.parent[root\_v] = root\_u

elif self.rank[root\_u] < self.rank[root\_v]:

self.parent[root\_u] = root\_v

else:

self.parent[root\_v] = root\_u

self.rank[root\_u] += 1

def kruskal(n, edges):

edges.sort(key=lambda x: x[2])

ds = DisjointSet(n)

mst = []

total\_weight = 0

for u, v, weight in edges:

if ds.find(u) != ds.find(v):

ds.union(u, v)

mst.append((u, v, weight))

total\_weight += weight

return mst, total\_weight

n1, edges1 = 4, [(0, 1, 10), (0, 2, 6), (0, 3, 5), (1, 3, 15), (2, 3, 4)]

mst1, weight1 = kruskal(n1, edges1)

print("Edges in MST:", mst1)

print("Total weight of MST:", weight1)

n2, edges2 = 5, [(0, 1, 2), (0, 3, 6), (1, 2, 3), (1, 3, 8), (1, 4, 5), (2, 4, 7), (3, 4, 9)]

mst2, weight2 = kruskal(n2, edges2)

print("Edges in MST:", mst2)

print("Total weight of MST:", weight2)

44.

Input:

n = 4

m = 5

edges = [(0, 1, 10),(0, 2, 6),(0, 3, 5),(1, 3, 15),(2, 3, 4)]

given\_mst = [(2, 3, 4), (0, 3, 5), (0, 1, 10)]

Output:Is the given MST unique? True

Input:

n = 5

m = 6

edges = [(0, 1, 1),(0, 2, 1),(1, 3, 2),(2, 3, 2),(3, 4, 3),(4, 2, 3)]

given\_mst = [(0, 1, 1), (0, 2, 1), (1, 3, 2), (3, 4, 3)]

Output:Is the given MST unique? False

Another possible MST: [(0, 1, 1), (0, 2, 1), (2, 3, 2), (3, 4, 3)]

Total weight of MST: 7

class UnionFind:

def \_\_init\_\_(self, size):

self.parent = list(range(size))

self.rank = [1] \* size

def find(self, u):

if self.parent[u] != u:

self.parent[u] = self.find(self.parent[u])

return self.parent[u]

def union(self, u, v):

root\_u = self.find(u)

root\_v = self.find(v)

if root\_u != root\_v:

if self.rank[root\_u] > self.rank[root\_v]:

self.parent[root\_v] = root\_u

elif self.rank[root\_u] < self.rank[root\_v]:

self.parent[root\_u] = root\_v

else:

self.parent[root\_v] = root\_u

self.rank[root\_u] += 1

return True

return False

def is\_unique\_mst(n, edges, given\_mst):

edges.sort(key=lambda x: x[2])

uf = UnionFind(n)

mst\_weight = 0

mst\_edges = []

for u, v, weight in given\_mst:

if uf.union(u, v):

mst\_weight += weight

mst\_edges.append((u, v, weight))

for u, v, weight in edges:

if (u, v, weight) not in given\_mst and uf.union(u, v):

mst\_edges.append((u, v, weight))

mst\_weight += weight

return len(mst\_edges) == n - 1, mst\_edges if len(mst\_edges) > len(given\_mst) else None

n1, m1 = 4, 5

edges1 = [(0, 1, 10), (0, 2, 6), (0, 3, 5), (1, 3, 15), (2, 3, 4)]

given\_mst1 = [(2, 3, 4), (0, 3, 5), (0, 1, 10)]

print(is\_unique\_mst(n1, edges1, given\_mst1)) # Output: (True, None)

n2, m2 = 5, 6

edges2 = [(0, 1, 1), (0, 2, 1), (1, 3, 2), (2, 3, 2), (3, 4, 3), (4, 2, 3)]

given\_mst2 = [(0, 1, 1), (0, 2, 1), (1, 3, 2), (3, 4, 3)]

print(is\_unique\_mst(n2, edges2, given\_mst2)) # Output: (False, [(0, 1, 1), (0, 2, 1), (2, 3, 2), (3, 4, 3)])

45.

*Input:*

n = 5

m = 6

edges = [(0, 1),(0, 2),(1, 2),(1, 3),(2, 4),(3, 4)]

*Output:*Vertex Cover: [1, 2, 3]

*Test Case 2:*

*Input:*

n = 4

m = 4

edges = [(0, 1),(0, 2),(1, 2),(2, 3)]

*Output:*Vertex Cover: [0, 2]
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*Input:*

n = 6

m = 7

edges = [(0, 1),(0, 2),(1, 3),(1, 4),(2, 4),(3, 5),(4, 5)]

*Output:*Vertex Cover: [1, 4, 5]

*Test Case 2:*

*Input:*

n = 5

m = 5

edges = [(0, 1),(0, 2),(0, 3),(1, 4),(2, 4)]

*Output:*Vertex Cover: [0, 4]

def vertex\_cover\_max\_degree(n, edges):

from collections import defaultdict

graph = defaultdict(set)

for u, v in edges:

graph[u].add(v)

graph[v].add(u)

vertex\_cover = set()

covered\_edges = set()

while covered\_edges != set(edges):

max\_degree\_vertex = max(graph, key=lambda x: len(graph[x]))

vertex\_cover.add(max\_degree\_vertex)

for neighbor in graph[max\_degree\_vertex]:

covered\_edges.add((min(max\_degree\_vertex, neighbor), max(max\_degree\_vertex, neighbor)))

del graph[max\_degree\_vertex]

return list(vertex\_cover)

n1, m1, edges1 = 6, 7, [(0, 1), (0, 2), (1, 3), (1, 4), (2, 4), (3, 5), (4, 5)]

print("Vertex Cover:", vertex\_cover\_max\_degree(n1, edges1))

n2, m2, edges2 = 5, 5, [(0, 1), (0, 2), (0, 3), (1, 4), (2, 4)]

print("Vertex Cover:", vertex\_cover\_max\_degree(n2, edges2))

47.

Test Cases:

1. Input:[]
   * Expected Output:[]
2. Input:[1]
   * Expected Output:[1]
3. Input:[7, 7, 7, 7]
   * Expected Output:[7, 7, 7, 7]
4. Input:[-5, -1, -3, -2, -4]
   * Expected Output:[-5, -4, -3, -2, -1]

def selection\_sort(arr):

n = len(arr)

for i in range(n):

for j in range(0, n-i-1):

if arr[j] > arr[j+1]:

arr[j], arr[j+1] = arr[j+1], arr[j]

return arr

print(selection\_sort([]))

print(selection\_sort([1]))

print(selection\_sort([7, 7, 7, 7]))

print(selection\_sort([-5, -1, -3, -2, -4]))
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**Example Scenarios**:

1. **Sorting a Random Array**:
   * **Input**: [5, 2, 9, 1, 5, 6]
   * **Output**: [1, 2, 5, 5, 6, 9]
2. **Sorting a Reverse Sorted Array**:
   * **Input**: [10, 8, 6, 4, 2]
   * **Output**: [2, 4, 6, 8, 10]
3. **Sorting an Already Sorted Array**:
   * **Input**: [1, 2, 3, 4, 5]

def selection\_sort(arr):

n = len(arr)

for i in range(n):

min\_index = i

for j in range(i + 1, n):

if arr[j] < arr[min\_index]:

min\_index = j

arr[i], arr[min\_index] = arr[min\_index], arr[i]

return arr

print(selection\_sort([5, 2, 9, 1, 5, 6]))

49.

Test Cases:

Input:[64, 25, 12, 22, 11]

* + - Expected Output:[11, 12, 22, 25, 64]
  1. Input:[29, 10, 14, 37, 13]
     + Expected Output:[10, 13, 14, 29, 37]
  2. Input:[3, 5, 2, 1, 4]
     + Expected Output:[1, 2, 3, 4, 5]
  3. Input:[1, 2, 3, 4, 5] (Already sorted list)
     + Expected Output:[1, 2, 3, 4, 5]
  4. Input:[5, 4, 3, 2, 1] (Reverse sorted list)
     + Expected Output:[1, 2, 3, 4, 5]

def optimized\_bubble\_sort(arr):

n = len(arr)

for i in range(n):

swapped = False

for j in range(0, n-i-1):

if arr[j] > arr[j+1]:

arr[j], arr[j+1] = arr[j+1], arr[j]

swapped = True

if not swapped:

break

return arr

50.

**Example Scenarios**:

1. **Worst-Case Scenario**:
   * **Input**: [5, 4, 3, 2, 1]
   * **Output**: [1, 2, 3, 4, 5]
2. **Best-Case Scenario**:
   * **Input**: [1, 2, 3, 4, 5]
   * **Output**: [1, 2, 3, 4, 5]
3. **Average-Case Scenario**:
   * **Input**: [3, 1, 4, 2, 5]
   * **Output**: [1, 2, 3, 4, 5]

def bubble\_sort(arr):

n = len(arr)

for i in range(n):

swapped = False

for j in range(0, n-i-1):

if arr[j] > arr[j+1]:

arr[j], arr[j+1] = arr[j+1], arr[j]

swapped = True

if not swapped:

break

return arr

worst\_case\_input = [5, 4, 3, 2, 1]

worst\_case\_output = bubble\_sort(worst\_case\_input.copy())

print("Worst-case output:", worst\_case\_output)

best\_case\_input = [1, 2, 3, 4, 5]

best\_case\_output = bubble\_sort(best\_case\_input.copy())

print("Best-case output:", best\_case\_output)

average\_case\_input = [3, 1, 4, 2, 5]

average\_case\_output = bubble\_sort(average\_case\_input.copy())

print("Average-case output:", average\_case\_output)

51.

Example Scenarios:

1. Array with Duplicates:
   * Input: [3, 1, 4, 1, 5, 9, 2, 6, 5, 3]
   * Output: [1, 1, 2, 3, 3, 4, 5, 5, 6, 9]
2. All Identical Elements:
   * Input: [5, 5, 5, 5, 5]
   * Output: [5, 5, 5, 5, 5]
3. Mixed Duplicates:
   * Input: [2, 3, 1, 3, 2, 1, 1, 3]
   * Output: [1, 1, 1, 2, 2, 3, 3, 3]

def insertion\_sort(arr):

for i in range(1, len(arr)):

key = arr[i]

j = i - 1

while j >= 0 and arr[j] > key:

arr[j + 1] = arr[j]

j -= 1

arr[j + 1] = key

return arr

input\_array = [3, 1, 4, 1, 5, 9, 2, 6, 5, 3]

output\_array = insertion\_sort(input\_array)

print(output\_array) # Output: [1, 1, 2, 3, 3, 4, 5, 5, 6, 9]

52.

**Example Scenarios**:

1. **Sorting Small Datasets**:
   * **Scenario**: Insertion Sort is used in embedded systems where sorting small datasets efficiently is critical due to limited computational resources.
   * **Input**: [4, 3, 5, 1]
   * **Output**: [1, 3, 4, 5]
2. **Real-Time Data Insertion**:
   * **Scenario**: Insertion Sort is used in financial systems where new transactions are added to a list of sorted transactions, requiring efficient real-time sorting.
   * **Input**: [10, 20, 15, 25, 30]
   * **Output**: [10, 15, 20, 25, 30]
3. **Educational Tools**:
   * **Scenario**: Insertion Sort is used in educational tools to teach students the basics of sorting algorithms due to its intuitive approach and simplicity.
   * **Input**: [7, 3, 9, 1]
   * **Output**: [1, 3, 7, 9]

def insertion\_sort\_small\_dataset(arr):

for i in range(1, len(arr)):

key = arr[i]

j = i - 1

while j >= 0 and key < arr[j]:

arr[j + 1] = arr[j]

j -= 1

arr[j + 1] = key

return arr

input\_data = [4, 3, 5, 1]

sorted\_data = insertion\_sort\_small\_dataset(input\_data)

print(sorted\_data)

53.

**Example Scenarios**:

1. **Visualization for 4-Queens**:
   * **Input**: N = 4
   * **Output**:

![](data:image/png;base64,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)

* + **Explanation**: Each 'Q' represents a queen, and '.' represents an empty space.

1. **Visualization for 5-Queens**:
   * **Input**: N = 5
   * **Output**:

![](data:image/png;base64,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)

1. **Visualization for 8-Queens**:
   * **Input**: N = 8
   * **Output**:
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import matplotlib.pyplot as plt

import numpy as np

def plot\_n\_queens(n, solution):

board = np.zeros((n, n))

for col, row in enumerate(solution):

board[row, col] = 1 # Place a queen

plt.imshow(board, cmap='binary')

plt.xticks(range(n))

plt.yticks(range(n))

plt.gca().invert\_yaxis()

plt.title(f'N-Queens Solution for N={n}')

plt.show()

n = 4

solution\_4 = [1, 3, 0, 2]

plot\_n\_queens(n, solution\_4)

54.

**Example Scenarios**:

1. **8×10 Board**:
   * **Input**: 8 rows and 10 columns
   * **Output**: Possible solution [1, 3, 5, 7, 9, 2, 4, 6]
   * **Explanation**: Adapt the algorithm to place 8 queens on an 8×10 board, ensuring no two queens threaten each other.
2. **5×5 Board with Obstacles**:
   * **Input**: N = 5, Obstacles at positions [(2, 2), (4, 4)]
   * **Output**: Possible solution [1, 3, 5, 2, 4]
   * **Explanation**: Modify the algorithm to avoid placing queens on obstacle positions, ensuring a valid solution that respects the constraints.
3. **6×6 Board with Restricted Positions**:
   * **Input**: N = 6, Restricted positions at columns 2 and 4 for the first queen
   * **Output**: Possible solution [1, 3, 5, 2, 4, 6]
   * **Explanation**: Adjust the algorithm to handle restricted positions, ensuring the queens are placed without conflicts and within allowed columns.

def is\_safe(board, row, col):

for i in range(col):

if board[row][i] == 1:

return False

for i, j in zip(range(row, -1, -1), range(col, -1, -1)):

if board[i][j] == 1:

return False

for i, j in zip(range(row, len(board)), range(col, -1, -1)):

if board[i][j] == 1:

return False

return True

def solve\_n\_queens(board, col):

if col >= len(board[0]):

return True

for i in range(len(board)):

if is\_safe(board, i, col):

board[i][col] = 1

if solve\_n\_queens(board, col + 1):

return True

board[i][col] = 0

return False

def n\_queens\_8x10():

board = [[0 for \_ in range(10)] for \_ in range(8)]

if solve\_n\_queens(board, 0):

return [i + 1 for i in range(8) if 1 in board[i]]

return []

solution\_8x10 = n\_queens\_8x10()

print("Possible solution for 8x10 board:", solution\_8x10)

1. .

Input : N= 9, a[]= {10,16,8,12,15,6,3,9,5}

Output : 3,5,6,8,9,10,12,15,16

Test Cases :

Input : N= 8, a[] = {12,4,78,23,45,67,89,1}

Output : 1,4,12,23,45,67,78,89

Test Cases :

Input : N= 7, a[] = {38,27,43,3,9,82,10}

Output : 3,9,10,27,38,43,82.

def quick\_sort(arr):

if len(arr) <= 1:

return arr

pivot = arr[0]

less\_than\_pivot = [x for x in arr[1:] if x <= pivot]

greater\_than\_pivot = [x for x in arr[1:] if x > pivot]

print(f"Pivot: {pivot}, Less: {less\_than\_pivot}, Greater: {greater\_than\_pivot}")

return quick\_sort(less\_than\_pivot) + [pivot] + quick\_sort(greater\_than\_pivot)

array1 = [10, 16, 8, 12, 15, 6, 3, 9, 5]

sorted\_array1 = quick\_sort(array1)

print("Sorted Array 1:", sorted\_array1)

array2 = [12, 4, 78, 23, 45, 67, 89, 1]

sorted\_array2 = quick\_sort(array2)

print("Sorted Array 2:", sorted\_array2)

array3 = [38, 27, 43, 3, 9, 82, 10]

sorted\_array3 = quick\_sort(array3)

print("Sorted Array 3:", sorted\_array3)

56.

Input :N= 8, a[] = {19,72,35,46,58,91,22,31}

Output : 19,22,31,35,46,58,72,91

Test Cases :

Input : N= 8, a[] = {31,23,35,27,11,21,15,28}

Output : 11,15,21,23,27,28,31,35

Test Cases :

Input : N= 10, a[] = {22,34,25,36,43,67, 52,13,65,17}

Output : 13,17,22,25,34,36,43,52,65,67

def quick\_sort(arr):

if len(arr) <= 1:

return arr

pivot = arr[len(arr) // 2]

left = [x for x in arr if x < pivot]

middle = [x for x in arr if x == pivot]

right = [x for x in arr if x > pivot]

print(f"Array after partitioning with pivot {pivot}: {left + middle + right}")

return quick\_sort(left) + middle + quick\_sort(right)

array1 = [19, 72, 35, 46, 58, 91, 22, 31]

sorted\_array1 = quick\_sort(array1)

print(f"Sorted array: {sorted\_array1}")

57.

Input : N= 9, a[] = {5,10,15,20,25,30,35,40,45}, search key = 20

Output :4

Test cases

Input : N= 6, a[] = {10,20,30,40,50,60}, search key = 50

Output :5

Input : N= 7, a[] = {21,32,40,54,65,76,87}, search key = 32

Output :2

def binary\_search(arr, key):

left, right = 0, len(arr) - 1

comparisons = 0

while left <= right:

mid = left + (right - left) // 2

comparisons += 1

if arr[mid] == key:

return mid, comparisons

elif arr[mid] < key:

left = mid + 1

else:

right = mid - 1

return -1, comparisons

array = [5, 10, 15, 20, 25, 30, 35, 40, 45]

search\_key = 20

index, comparison\_count = binary\_search(array, search\_key)

print(f"Index of {search\_key}: {index}, Comparisons made: {comparison\_count}")

58.

Input : N= 9, a[] = {3,9,14,19,25,31,42,47,53}, search key = 31

Output :6

Test cases

Input : N= 7, a[] = {13,19,24,29,35,41,42}, search key = 42

Output :7

Test cases

Input : N= 6, a[] = {20,40,60,80,100,120}, search key = 60

Output :3

def binary\_search(arr, key):

left, right = 0, len(arr) - 1

steps = []

while left <= right:

mid = left + (right - left) // 2

steps.append(f"Mid-point calculation: left={left}, right={right}, mid={mid}, value={arr[mid]}")

if arr[mid] == key:

return mid, steps

elif arr[mid] < key:

left = mid + 1

else:

right = mid - 1

return -1, steps

N = 9

a = [3, 9, 14, 19, 25, 31, 42, 47, 53]

search\_key = 31

position, calculations = binary\_search(a, search\_key)

print(f"Element {search\_key} found at index: {position}")

for step in calculations:

print(step)

59.

Input N =4, Keys = {A,B,C,D} Frequencies = {01.02.,0.3,0.4}

Output : 1.7

Cost Table

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 |
| 1 | 0 | 0.1 | 0.4 | 1.1 | 1.7 |
| 2 |  | 0 | 0.2 | 0.8 | 0.4 |
| 3 |  |  | 0 | 0.4 | 1.0 |
| 4 |  |  |  | 0 | 0.3 |
| 5 |  |  |  |  | 0 |

Root table

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 |
| 1 | 1 | 2 | 3 | 3 |
| 2 |  | 2 | 3 | 3 |
| 3 |  |  | 3 | 3 |
| 4 |  |  |  | 4 |

Input: keys[] = {10, 12}, freq[] = {34, 50}

Output = 118

1. Input: keys[] = {10, 12, 20}, freq[] = {34, 8, 50}

Output = 142

class OBST:

def \_\_init\_\_(self, keys, freq):

self.keys = keys

self.freq = freq

self.n = len(keys)

self.cost = [[0] \* (self.n + 1) for \_ in range(self.n + 1)]

self.root = [[0] \* (self.n + 1) for \_ in range(self.n + 1)]

def optimal\_bst(self):

for i in range(self.n):

self.cost[i][i] = self.freq[i]

for length in range(2, self.n + 1):

for i in range(self.n - length + 1):

j = i + length - 1

self.cost[i][j] = float('inf')

for r in range(i, j + 1):

c = (self.cost[i][r - 1] if r > i else 0) + \

(self.cost[r + 1][j] if r < j else 0) + \

sum(self.freq[i:j + 1])

if c < self.cost[i][j]:

self.cost[i][j] = c

self.root[i][j] = r

def print\_cost\_and\_root(self):

print("Cost Table")

for row in self.cost:

print("\t".join(map(str, row)))

print("Root Table")

for row in self.root:

print("\t".join(map(str, row)))

keys = ['A', 'B', 'C', 'D']

freq = [0.1, 0.2, 0.4, 0.3]

obst = OBST(keys, freq)

obst.optimal\_bst()

obst.print\_cost\_and\_root()

60.

Input N =4, Keys = {10,12,16,21} Frequencies = {4,2,6,3}

Output : 26

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 |
| 0 | 4 | 80 | 202 | 262 |
| 1 |  | 2 | 102 | 162 |
| 2 |  |  | 6 | 12 |
| 3 |  |  |  | 3 |

1. Test cases

Input: keys[] = {10, 12}, freq[] = {34, 50}

Output = 118

1. Input: keys[] = {10, 12, 20}, freq[] = {34, 8, 50}

Output = 142

def optimal\_bst(keys, freq):

n = len(keys)

cost = [[0 for \_ in range(n)] for \_ in range(n)]

root = [[0 for \_ in range(n)] for \_ in range(n)]

for i in range(n):

cost[i][i] = freq[i]

root[i][i] = i

for length in range(2, n + 1):

for i in range(n - length + 1):

j = i + length - 1

cost[i][j] = float('inf')

total\_freq = sum(freq[k] for k in range(i, j + 1))

for r in range(i, j + 1):

c = (cost[i][r - 1] if r > i else 0) + \

(cost[r + 1][j] if r < j else 0) + total\_freq

if c < cost[i][j]:

cost[i][j] = c

root[i][j] = r

return cost, root

def print\_obst(cost, root):

n = len(cost)

print("Cost Matrix:")

for row in cost:

print("\t".join(map(str, row)))

print("\nRoot Matrix:")

for row in root:

print("\t".join(map(str, row)))

keys = [10, 12, 16, 21]

freq = [4, 2, 6, 3]

cost, root = optimal\_bst(keys, freq)

print\_obst(cost, root)

print("Optimal Cost:", cost[0][len(keys) - 1])

61.

Example 1:

Input: board = [["5","3",".",".","7",".",".",".","."],["6",".",".","1","9","5",".",".","."],[".","9","8",".",".",".",".","6","."],["8",".",".",".","6",".",".",".","3"],["4",".",".","8",".","3",".",".","1"],["7",".",".",".","2",".",".",".","6"],[".","6",".",".",".",".","2","8","."],[".",".",".","4","1","9",".",".","5"],[".",".",".",".","8",".",".","7","9"]]

Output: [["5","3","4","6","7","8","9","1","2"],["6","7","2","1","9","5","3","4","8"],["1","9","8","3","4","2","5","6","7"],["8","5","9","7","6","1","4","2","3"],["4","2","6","8","5","3","7","9","1"],["7","1","3","9","2","4","8","5","6"],["9","6","1","5","3","7","2","8","4"],["2","8","7","4","1","9","6","3","5"],["3","4","5","2","8","6","1","7","9"]]

def solve\_sudoku(board):

def is\_valid(num, row, col):

for i in range(9):

if board[row][i] == num or board[i][col] == num:

return False

start\_row, start\_col = 3 \* (row // 3), 3 \* (col // 3)

for i in range(start\_row, start\_row + 3):

for j in range(start\_col, start\_col + 3):

if board[i][j] == num:

return False

return True

def backtrack():

for row in range(9):

for col in range(9):

if board[row][col] == '.':

for num in map(str, range(1, 10)):

if is\_valid(num, row, col):

board[row][col] = num

if backtrack():

return True

board[row][col] = '.'

return False

return True

backtrack()

return board

input\_board = [["5","3",".",".","7",".",".",".","."],

["6",".",".","1","9","5",".",".","."],

[".","9","8",".",".",".",".","6","."],

["8",".",".",".","6",".",".",".","3"],

["4",".",".","8",".","3",".",".","1"],

["7",".",".",".","2",".",".",".","6"],

[".","6",".",".",".",".","2","8","."],

[".",".",".","4","1","9",".",".","5"],

[".",".",".",".","8",".",".","7","9"]]

output\_board = solve\_sudoku(input\_board)

print(output\_board)

62.

Input: board = [["5","3",".",".","7",".",".",".","."],["6",".",".","1","9","5",".",".","."],[".","9","8",".",".",".",".","6","."],["8",".",".",".","6",".",".",".","3"],["4",".",".","8",".","3",".",".","1"],["7",".",".",".","2",".",".",".","6"],[".","6",".",".",".",".","2","8","."],[".",".",".","4","1","9",".",".","5"],[".",".",".",".","8",".",".","7","9"]]

Output: [["5","3","4","6","7","8","9","1","2"],["6","7","2","1","9","5","3","4","8"],["1","9","8","3","4","2","5","6","7"],["8","5","9","7","6","1","4","2","3"],["4","2","6","8","5","3","7","9","1"],["7","1","3","9","2","4","8","5","6"],["9","6","1","5","3","7","2","8","4"],["2","8","7","4","1","9","6","3","5"],["3","4","5","2","8","6","1","7","9"]]

def solve\_sudoku(board):

def is\_valid(num, row, col):

for i in range(9):

if board[row][i] == num or board[i][col] == num:

return False

start\_row, start\_col = 3 \* (row // 3), 3 \* (col // 3)

for i in range(start\_row, start\_row + 3):

for j in range(start\_col, start\_col + 3):

if board[i][j] == num:

return False

return True

def backtrack():

for row in range(9):

for col in range(9):

if board[row][col] == '.':

for num in map(str, range(1, 10)):

if is\_valid(num, row, col):

board[row][col] = num

if backtrack():

return True

board[row][col] = '.'

return False

return True

backtrack()

return board

input\_board = [["5","3",".",".","7",".",".",".","."],

["6",".",".","1","9","5",".",".","."],

[".","9","8",".",".",".",".","6","."],

["8",".",".",".","6",".",".",".","3"],

["4",".",".","8",".","3",".",".","1"],

["7",".",".",".","2",".",".",".","6"],

[".","6",".",".",".",".","2","8","."],

[".",".",".","4","1","9",".",".","5"],

[".",".",".",".","8",".",".","7","9"]]

output\_board = solve\_sudoku(input\_board)

print(output\_board)

63

Input: candidates = [2,3,6,7], target = 7

Output: [[2,2,3],[7]]

Explanation:

2 and 3 are candidates, and 2 + 2 + 3 = 7. Note that 2 can be used multiple times.

7 is a candidate, and 7 = 7.

These are the only two combinations.

Input: candidates = [2,3,5], target = 8

Output: [[2,2,2,2],[2,3,3],[3,5]]

Input: candidates = [2], target = 1

Output: []

def combination\_sum(candidates, target):

def backtrack(remaining, combo, start):

if remaining == 0:

result.append(list(combo))

return

elif remaining < 0:

return

for i in range(start, len(candidates)):

combo.append(candidates[i])

backtrack(remaining - candidates[i], combo, i) # Not i + 1 because we can reuse the same elements

combo.pop()

result = []

backtrack(target, [], 0)

return result

print(combination\_sum([2, 3, 6, 7], 7))

print(combination\_sum([2, 3, 5], 8))

print(combination\_sum([2], 1))

64.

Example 1:

Input: candidates = [10,1,2,7,6,1,5], target = 8

Output:

[

[1,1,6],

[1,2,5],

[1,7],

[2,6]

]

Example 2:

Input: candidates = [2,5,2,1,2], target = 5

Output:

[

[1,2,2],

[5]

]

def combination\_sum2(candidates, target):

def backtrack(start, path, target):

if target == 0:

result.append(path)

return

for i in range(start, len(candidates)):

if i > start and candidates[i] == candidates[i - 1]:

continue

if candidates[i] > target:

break

backtrack(i + 1, path + [candidates[i]], target - candidates[i])

candidates.sort()

result = []

backtrack(0, [], target)

return result

print(combination\_sum2([10, 1, 2, 7, 6, 1, 5], 8))

print(combination\_sum2([2, 5, 2, 1, 2], 5))

65.

Given an array nums of distinct integers, return all the possible permutations. You can return the answer in any order.

Example 1:

Input: nums = [1,2,3]

Output: [[1,2,3],[1,3,2],[2,1,3],[2,3,1],[3,1,2],[3,2,1]]

Example 2:

Input: nums = [0,1]

Output: [[0,1],[1,0]]

Example 3:

Input: nums = [1]

Output: [[1]]

def permute(nums):

def backtrack(start):

if start == len(nums):

result.append(nums[:])

return

for i in range(start, len(nums)):

nums[start], nums[i] = nums[i], nums[start]

backtrack(start + 1)

nums[start], nums[i] = nums[i], nums[start]

result = []

backtrack(0)

return result

print(permute([1, 2, 3]))

66.

Input: nums = [1,1,2]

Output:

[[1,1,2],

[1,2,1],

[2,1,1]]

Example 2:

Input: nums = [1,2,3]

Output: [[1,2,3],[1,3,2],[2,1,3],[2,3,1],[3,1,2],[3,2,1]]

def permute\_unique(nums):

def backtrack(start):

if start == len(nums):

result.append(nums[:])

return

seen = set()

for i in range(start, len(nums)):

if nums[i] not in seen:

seen.add(nums[i])

nums[start], nums[i] = nums[i], nums[start]

backtrack(start + 1)

nums[start], nums[i] = nums[i], nums[start]

nums.sort()

result = []

backtrack(0)

return result

print(permute\_unique([1, 1, 2]))

print(permute\_unique([1, 2, 3]))

67.

import sys

def prims\_algorithm(graph):

num\_vertices = len(graph)

selected\_nodes = [False] \* num\_vertices

selected\_nodes[0] = True

edges = []

for \_ in range(num\_vertices - 1):

minimum = sys.maxsize

x = 0

y = 0

for i in range(num\_vertices):

if selected\_nodes[i]:

for j in range(num\_vertices):

if not selected\_nodes[j] and graph[i][j]:

if minimum > graph[i][j]:

minimum = graph[i][j]

x = i

y = j

edges.append((x, y, minimum))

selected\_nodes[y] = True

return edges

graph = [

[0, 2, 0, 6, 0],

[2, 0, 3, 8, 5],

[0, 3, 0, 0, 7],

[6, 8, 0, 0, 9],

[0, 5, 7, 9, 0]

]

mst = prims\_algorithm(graph)

print("Edges in the Minimum Spanning Tree:")

for edge in mst:

print(f"{edge[0]} - {edge[1]} with weight {edge[2]}")

68.

Input: [(0, 1, 10), (0, 2, 6), (0, 3, 5), (1, 3, 15), (2, 3, 4)]

Output:19

krushkals

class DisjointSet:

def \_\_init\_\_(self, n):

self.parent = list(range(n))

self.rank = [0] \* n

def find(self, u):

if self.parent[u] != u:

self.parent[u] = self.find(self.parent[u])

return self.parent[u]

def union(self, u, v):

root\_u = self.find(u)

root\_v = self.find(v)

if root\_u != root\_v:

if self.rank[root\_u] > self.rank[root\_v]:

self.parent[root\_v] = root\_u

elif self.rank[root\_u] < self.rank[root\_v]:

self.parent[root\_u] = root\_v

else:

self.parent[root\_v] = root\_u

self.rank[root\_u] += 1

def kruskal(n, edges):

edges.sort(key=lambda x: x[2])

ds = DisjointSet(n)

mst = []

total\_cost = 0

for u, v, weight in edges:

if ds.find(u) != ds.find(v):

ds.union(u, v)

mst.append((u, v, weight))

total\_cost += weight

return mst, total\_cost

edges = [(0, 1, 10), (0, 2, 6), (0, 3, 5), (1, 3, 15), (2, 3, 4)]

n = 4

mst, cost = kruskal(n, edges)

print("Edges in the Minimum Spanning Tree:", mst)

print("Total cost of the Minimum Spanning Tree:", cost)

69.

boruvkas algorithm.

Input:[( 0, 1, 10), (0, 2, 6), (0, 3, 5), (1, 3, 15), (2, 3, 4)]

Output:

Edge 0 - 3 with weight 5 included in MST

Edge 0 - 1 with weight 10 included in MST

Edge 2 - 3 with weight 4 included in MST

Total weight of MST is 19

class Graph:

def \_\_init\_\_(self, vertices):

self.V = vertices

self.graph = []

def add\_edge(self, u, v, w):

self.graph.append([u, v, w])

def find(self, parent, i):

if parent[i] == i:

return i

return self.find(parent, parent[i])

def union(self, parent, rank, x, y):

xroot = self.find(parent, x)

yroot = self.find(parent, y)

if rank[xroot] < rank[yroot]:

parent[xroot] = yroot

elif rank[xroot] > rank[yroot]:

parent[yroot] = xroot

else:

parent[yroot] = xroot

rank[xroot] += 1

def boruvka\_mst(self):

parent = []

rank = []

cheapest = []

num\_trees = self.V

mst\_weight = 0

for node in range(self.V):

parent.append(node)

rank.append(0)

cheapest = [-1] \* len(self.graph)

while num\_trees > 1:

for i in range(len(self.graph)):

u, v, w = self.graph[i]

set\_u = self.find(parent, u)

set\_v = self.find(parent, v)

if set\_u != set\_v:

if cheapest[set\_u] == -1 or cheapest[set\_u][2] > w:

cheapest[set\_u] = [u, v, w]

if cheapest[set\_v] == -1 or cheapest[set\_v][2] > w:

cheapest[set\_v] = [u, v, w]

for node in range(self.V):

if cheapest[node] != -1:

u, v, w = cheapest[node]

set\_u = self.find(parent, u)

set\_v = self.find(parent, v)

if set\_u != set\_v:

mst\_weight += w

self.union(parent, rank, set\_u, set\_v)

print(f"Edge {u} - {v} with weight {w} included in MST")

cheapest = [-1] \* len(self.graph)

num\_trees -= 1

print(f"Total weight of MST is {mst\_weight}")

g = Graph(4)

g.add\_edge(0, 1, 10)

g.add\_edge(0, 2, 6)

g.add\_edge(0, 3, 5)

g.add\_edge(1, 3, 15)

g.add\_edge(2, 3, 4)

g.boruvka\_mst()