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**Results**

Data analysis is in Appendix A. Observations did not contain any missing parameters in the dataset. Initial dataset (*N* = 100) contained an additional categorical level for retention (plans on staying an additional year) *border* was requested to not be examined by client and was subsequently removed (*N* = 69), with categories for *Yes* and *No* remaining and all predictor variables centered. Analysis continued with tests of assumptions and binary logistic regression models. The first assumption of independence of observations for tested observed variables passed. The second assumption of normal distribution test for overtime hours passed (*skew* = 0.02, *kurtosis* = -1.51) although the distribution appears bimodal and therefore likely non-normal, and for tips passed (*skew* = 0.09, *kurtosis* = -0.37). The test for multicollinearity of the saturated model passed, *tolerance* = .97.

Model 1 tested if overtime hours predicted retention which was significant, χ2 (68) = 67.40 , *p* < .001, *Classification* = .86, indicating 86% projected overall accuracy in predictions for this model. Overtime hours had an odds ratio of 12.70 (*logit* = 2.97) indicating that a person who worked more hours is 12.70 times more likely to intend to remain on the job versus leaving within an additional year.

Model 2 tested if tips predicted retention which was significant, χ2 (68) = 58.30 , *p* < .001, *Classification* = .77, indicating 77% projected overall accuracy in predictions for this model. Tips had an odds ratio of 1.03 (*logit* = 0.03) indicating that a person who received more tips is 1.03 times more likely to intend to remain on the job versus leaving within an additional year.

Model 3 [χ2 (67) = 45.30 , *p* < .001, *Classification* = .87] tested the hypothesis that there was a significant difference between the most accurate single predictor model (Model 2) and the model with both predictors added, which was significant, Δχ2 (1) = 22.10, *p* < .001. Tips had an odds ratio of 1.03 (*logit* = 0.03), and overtime hours had an odds ratio of 12.63 (*logit* = 2.54).

**Discussion**

In response to the HR manager’s query about the star employee Trudy based on her average weekly overtime of seven hours and $100 in tips, we were able to predict her likelihood to remain for another year applying Model 3 with a predicted probability of 100% (*logit* = 20.95 , *odds ratio*  = 1,254,496,332). Although Model 3 was identified as the most significant model, the odds ratio for tips did not add much useful impact to predicting whether an employee intends stay or quit within the next year.

The first major limitation of this study is that the most impactful predictor variable (hours) was also bimodal reducing the validity of this statistical analysis. Hours can be transformed into a binary categorical variable (e.g. over 2.5 hours overtime or under 2.5 hours overtime) and dummy coded. Alternately, a larger sample size may result in a more normal distribution with only one mode. The second major limitation was removing the borderline responses from the dataset. A multinomial logistic regression can be completed with that data to test if people that are undecided can be predicted to remain or leave within a year as well.

Recommendations for the HR director at this restaurant for future research are to test if intention to stay/leave accurately predicts actual turnover, indicating if it is a good indicator of turnover or not for the restaurant. In addition, attributes of star performers such as personality or psychological capital can be measured and used for selection of new employees. Finally, completing a mixed-methods study including interviews of employees indicating why they would decide to stay versus leave may point towards other data points or survey items related to person-organization fit or job satisfaction that may be included in the future to a predictive model for why employees leave or stay in this organization.

Appendix A

**Statistical Analysis in R**

Daniel Pinedo

April 16, 2019

## Warning: package 'knitr' was built under R version 3.5.3

You have been hired as an Organizational Psychologist for a local restaurant. The Head of HR is concerned about high turnover amongst their servers. Specifically, she is interested in figuring out what predicts whether a server will stay at the restaurant for another year or not. Although a survey of her staff included responses of uncertainty of staying or not, HR *only* cares about those who are planning to stay or leave.

**Analyses:** After speaking with the managers, you think that the two best predictors will be number of overtime hours worked per week and amount earned in tips each week. You decide to survey the wait staff to see whether (a) tips, (b) overtime hours, or (c) both tips AND overtime hours should be used by the HR manager in predicting someone’s retention status.

**Additional Discussion Question:** Additionally, the HR manager is particularly worried that she is going to lose her star waitress Trudy. Given that, on average, Trudy works 7 hours of overtime a week and makes $100 in tips, what would you tell the HR manager about the probability of Trudy staying for another year? *Please address this concern in your discussion section.*

*Variables:* 1. Hours - continuous, average overtime hours worked per week (in hours) 2. Tips - continuous, average amount of tips earned each week (in dollars) 3. Re (Retention) a. “Yes” (plans on staying at the restaurant for another year) b. “No” (does not plan on staying at the restaurant for another year) c. “border” (is unsure whether or not they will stay for another year)

*TIP:* Please center your predictor variables for your main analyses and when using it to calculate the likelihood of Trudy staying!

library(psych)  
library(jmv)

## Warning: package 'jmv' was built under R version 3.5.3

##   
## Attaching package: 'jmv'

## The following object is masked from 'package:psych':  
##   
## pca

## The following object is masked from 'package:stats':  
##   
## anova

library(aod)

## Warning: package 'aod' was built under R version 3.5.3

library(QuantPsyc)

## Warning: package 'QuantPsyc' was built under R version 3.5.3

## Loading required package: boot

##   
## Attaching package: 'boot'

## The following object is masked from 'package:psych':  
##   
## logit

## Loading required package: MASS

##   
## Attaching package: 'QuantPsyc'

## The following object is masked from 'package:base':  
##   
## norm

library(popbio)  
  
dat <- read.csv("https://www.dropbox.com/s/jej8t73qnelvijp/PSY.308d.DA3-4.csv?dl=1")  
head(dat)

## Hours Tips Re  
## 1 2.10 467 border  
## 2 2.22 591 border  
## 3 2.35 541 border  
## 4 2.41 444 border  
## 5 2.57 572 border  
## 6 2.63 483 border

dim(dat)

## [1] 100 3

Subset dataset and check for missing parameters

#remove observations that are not "yes" or "no" for Retention variable  
dat.subset <- dat[which(dat$Re!='border'), ] # N=100 changes to N=69  
dat.subset <- droplevels(dat.subset) # change levels for Retention variable by dropping "border"  
  
#see what is missing  
#run descriptives  
desc <- descriptives(data = dat.subset,   
 vars = c('Re', 'Hours', 'Tips'),  
 sd = TRUE,   
 skew = TRUE,   
 kurt = TRUE,  
 freq = TRUE,  
 hist = TRUE)  
desc

##   
## DESCRIPTIVES  
##   
## Descriptives   
## -------------------------------------------------   
## Re Hours Tips   
## -------------------------------------------------   
## N 69 69 69   
## Missing 0 0 0   
## Mean 2.97 509   
## Median 3.03 521   
## Standard deviation 0.518 84.2   
## Minimum 2.13 321   
## Maximum 3.80 693   
## Skewness 0.0184 0.0913   
## Std. error skewness 0.289 0.289   
## Kurtosis -1.51 -0.374   
## Std. error kurtosis 0.570 0.570   
## -------------------------------------------------   
##   
##   
## FREQUENCIES  
##   
## Frequencies of Re   
## --------------------------------------------------   
## Levels Counts % of Total Cumulative %   
## --------------------------------------------------   
## No 33 47.8 47.8   
## Yes 36 52.2 100.0   
## --------------------------------------------------
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# baseline classification success is equal to the reference frequency for Retention (No = 48%)  
# it also looks like Hours is bimodal - likely non-normal distribution

Assumptions 1. Independence of Observations 2. Predictor Variables Normally Distributed *(Hours is bimodal)* 3. Multicollinearity

**Correlations**

# Correlations of continuous variables  
cortable <- corrMatrix(data = dat.subset,   
 vars = c('Hours', 'Tips'),   
 flag = TRUE)  
cortable

##   
## CORRELATION MATRIX  
##   
## Correlation Matrix   
## -------------------------------------------   
## Hours Tips   
## -------------------------------------------   
## Hours Pearson's r — 0.436   
## p-value — < .001   
##   
## Tips Pearson's r —   
## p-value —   
## -------------------------------------------   
## Note. \* p < .05, \*\* p < .01, \*\*\* p <  
## .001

**Logistic Plots**

#Transform binary outcome to integer for the plot to work  
dat.subset$Re.int[dat.subset$Re == "No"] <- 0  
dat.subset$Re.int[dat.subset$Re == "Yes"] <- 1  
  
#Center Predictors  
dat.subset$HoursC <- dat.subset$Hours - round(mean(dat.subset$Hours), digits = 2)  
dat.subset$TipsC <- dat.subset$Tips - round(mean(dat.subset$Tips), digits = 2)  
  
#Show Plots for centered predictors  
logi.hist.plot(dat.subset$TipsC, dat.subset$Re.int, boxp=FALSE, type="hist", col="gray", xlabel = "Tips Centered")
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# when tips are above average, people tend to stay vs. below average they go  
logi.hist.plot(dat.subset$HoursC, dat.subset$Re.int, boxp=FALSE, type="hist", col="gray", xlabel = "Hours Centered")

![](data:image/png;base64,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)

# when OT hours are above average, people tend to stay vs. below they go (caveat: bimodal dsitribution so it is inconclusive)

**BiLoRe Models** Null model

# Null deviance = Chi squared for the model  
# df = N - (# of parameters) - 1  
model0 <- glm(dat.subset$Re ~ 1, family = binomial)  
summary(model0)

##   
## Call:  
## glm(formula = dat.subset$Re ~ 1, family = binomial)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.215 -1.215 1.141 1.141 1.141   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 0.08701 0.24100 0.361 0.718  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 95.524 on 68 degrees of freedom  
## Residual deviance: 95.524 on 68 degrees of freedom  
## AIC: 97.524  
##   
## Number of Fisher Scoring iterations: 3

print("Logit")

## [1] "Logit"

coef(model0)

## (Intercept)   
## 0.08701138

model0.odds <- exp(coef(model0)) #converts coefficient to odds [P(outcome)/(1-P(outcome))]  
print("Odds")

## [1] "Odds"

model0.odds

## (Intercept)   
## 1.090909

model0.probs <- model0.odds / (1 + model0.odds) #  
print("Probabilities")

## [1] "Probabilities"

model0.probs

## (Intercept)   
## 0.5217391

print("Columns = Observed, Rows = Predicted")

## [1] "Columns = Observed, Rows = Predicted"

print("Null model")

## [1] "Null model"

ClassLog(model0, dat.subset$Re) # classification success under the null model (baseline)

## $rawtab  
## resp  
## No Yes  
## TRUE 33 36  
##   
## $classtab  
## resp  
## No Yes  
## TRUE 1 1  
##   
## $overall  
## [1] 0.4782609  
##   
## $mcFadden  
## [1] 0

Model 1 - Hours predicting Retention

#Multicollinearity  
 #Tolerance = 1 - R squared --> for our purpose < .4 is bad  
 #VIF = 1/Tolerance   
 #Small VIF values indicates low correlation among variables under ideal conditions  
 #Multicollinearity occurs when two or more predictors in the model are correlated and provide redundant information about the response. Multicollinearity was measured by variance inflation factors (VIF) and tolerance. If VIF value exceeding 4.0, or by tol- erance less than 0.2 then there is a problem with multicollinearity (Hair et al., 2010).  
  
# when odds ratio < 1 just flip (invert) the result(in relation to "no" instead of in relation to "yes")  
  
# Deviance score is the chi-squared for this model  
# AIC is used to compare non-nested models for fit (lower means better fit)  
# top chi-squared indicates the change of chi-squared vs the null model (Deviance + chi squared)  
# top df score indicates the change of df vs the null model  
# df = N - (# of predictors) - 1  
  
model1.jmv <- jmv::logRegBin( # Multicollinearity is not relevant for this answer  
 data = dat.subset,  
 dep = Re,  
 covs = vars(HoursC),  
 blocks = list(  
 list(  
 'HoursC')),  
 refLevels = list(  
 list(  
 var = 'Re',  
 ref = 'No')),  
 modelTest = TRUE,  
 OR = TRUE,  
 class = TRUE,  
 acc = TRUE,  
 collin = TRUE)  
  
model1.jmv

##   
## BINOMIAL LOGISTIC REGRESSION  
##   
## Model Fit Measures   
## ---------------------------------------------------------------   
## Model Deviance AIC R²-McF <U+03C7>² df p   
## ---------------------------------------------------------------   
## 1 67.4 71.4 0.295 28.1 1 < .001   
## ---------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## -------------------------------------------------------------------   
## Predictor Estimate SE Z p Odds ratio   
## -------------------------------------------------------------------   
## Intercept 0.139 0.304 0.457 0.648 1.15   
## HoursC 2.973 0.667 4.458 < .001 19.54   
## -------------------------------------------------------------------   
## Note. Estimates represent the log odds of "Re = Yes" vs. "Re  
## = No"  
##   
##   
## ASSUMPTION CHECKS  
##   
## Collinearity Statistics   
## -------------------------------   
## VIF Tolerance   
## -------------------------------   
## HoursC 1.00 1.00   
## -------------------------------   
##   
##   
## PREDICTION  
##   
## Classification Table – Re   
## --------------------------------------   
## Observed No Yes % Correct   
## --------------------------------------   
## No 28 5 84.8   
## Yes 5 31 86.1   
## --------------------------------------   
## Note. The cut-off value is set  
## to 0.5  
##   
##   
## Predictive Measures   
## -------------------   
## Accuracy   
## -------------------   
## 0.855   
## -------------------   
## Note. The  
## cut-off value  
## is set to 0.5

Model 2 - Tips predicting Retention

#Multicollinearity  
 #Tolerance = 1 - R squared --> for our purpose < .4 is bad  
 #VIF = 1/Tolerance   
 #Small VIF values indicates low correlation among variables under ideal conditions  
 #Multicollinearity occurs when two or more predictors in the model are correlated and provide redundant information about the response. Multicollinearity was measured by variance inflation factors (VIF) and tolerance. If VIF value exceeding 4.0, or by tol- erance less than 0.2 then there is a problem with multicollinearity (Hair et al., 2010).  
  
# when odds ratio < 1 just flip (invert) the result(in relation to "no" instead of in relation to "yes")  
  
# Deviance score is the chi-squared for this model  
# AIC is used to compare non-nested models for fit (lower means better fit)  
# top chi-squared indicates the change of chi-squared vs the null model (Deviance + chi squared)  
# top df score indicates the change of df vs the null model  
# df = N - (# of predictors) - 1  
  
model2.jmv <- jmv::logRegBin( # Multicollinearity is not relevant for this answer  
 data = dat.subset,  
 dep = Re,  
 covs = vars(TipsC),  
 blocks = list(  
 list(  
 'TipsC')),  
 refLevels = list(  
 list(  
 var = 'Re',  
 ref = 'No')),  
 modelTest = TRUE,  
 OR = TRUE,  
 class = TRUE,  
 acc = TRUE,  
 collin = TRUE)  
  
model2.jmv

##   
## BINOMIAL LOGISTIC REGRESSION  
##   
## Model Fit Measures   
## ---------------------------------------------------------------   
## Model Deviance AIC R²-McF <U+03C7>² df p   
## ---------------------------------------------------------------   
## 1 58.3 62.3 0.389 37.2 1 < .001   
## ---------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ---------------------------------------------------------------------   
## Predictor Estimate SE Z p Odds ratio   
## ---------------------------------------------------------------------   
## Intercept 0.1660 0.32620 0.509 0.611 1.18   
## TipsC 0.0271 0.00646 4.199 < .001 1.03   
## ---------------------------------------------------------------------   
## Note. Estimates represent the log odds of "Re = Yes" vs. "Re =  
## No"  
##   
##   
## ASSUMPTION CHECKS  
##   
## Collinearity Statistics   
## ------------------------------   
## VIF Tolerance   
## ------------------------------   
## TipsC 1.00 1.00   
## ------------------------------   
##   
##   
## PREDICTION  
##   
## Classification Table – Re   
## --------------------------------------   
## Observed No Yes % Correct   
## --------------------------------------   
## No 23 10 69.7   
## Yes 6 30 83.3   
## --------------------------------------   
## Note. The cut-off value is set  
## to 0.5  
##   
##   
## Predictive Measures   
## -------------------   
## Accuracy   
## -------------------   
## 0.768   
## -------------------   
## Note. The  
## cut-off value  
## is set to 0.5

Model 3 - Comparing Hours Model to Full Model

#Multicollinearity  
 #Tolerance = 1 - R squared --> for our purpose < .4 is bad  
 #VIF = 1/Tolerance   
 #Small VIF values indicates low correlation among variables under ideal conditions  
 #Multicollinearity occurs when two or more predictors in the model are correlated and provide redundant information about the response. Multicollinearity was measured by variance inflation factors (VIF) and tolerance. If VIF value exceeding 4.0, or by tol- erance less than 0.2 then there is a problem with multicollinearity (Hair et al., 2010).  
  
# when odds ratio < 1 just flip (invert) the result(in relation to "no" instead of in relation to "yes")  
  
# Deviance score is the chi-squared for this model  
# AIC is used to compare non-nested models for fit (lower means better fit)  
# top chi-squared indicates the change of chi-squared vs the null model (Deviance + chi squared)  
# top df score indicates the change of df vs the null model  
# df = N - (# of predictors) - 1  
  
model2.jmv <- jmv::logRegBin( # Multicollinearity is relevant for this answer  
 data = dat.subset,  
 dep = Re,  
 covs = vars(HoursC, TipsC),  
 blocks = list(  
 list(  
 'HoursC'),  
 list(  
 'TipsC')),  
 refLevels = list(  
 list(  
 var = 'Re',  
 ref = 'No')),  
 modelTest = TRUE,  
 OR = TRUE,  
 class = TRUE,  
 acc = TRUE,  
 collin = TRUE)  
  
model2.jmv

##   
## BINOMIAL LOGISTIC REGRESSION  
##   
## Model Fit Measures   
## ---------------------------------------------------------------   
## Model Deviance AIC R²-McF <U+03C7>² df p   
## ---------------------------------------------------------------   
## 1 67.4 71.4 0.295 28.1 1 < .001   
## 2 45.3 51.3 0.526 50.3 2 < .001   
## ---------------------------------------------------------------   
##   
##   
## Model Comparisons   
## -----------------------------------------------   
## Model Model <U+03C7>² df p   
## -----------------------------------------------   
## 1 - 2 22.1 1 < .001   
## -----------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## -------------------------------------------------------------------   
## Predictor Estimate SE Z p Odds ratio   
## -------------------------------------------------------------------   
## Intercept 0.139 0.304 0.457 0.648 1.15   
## HoursC 2.973 0.667 4.458 < .001 19.54   
## -------------------------------------------------------------------   
## Note. Estimates represent the log odds of "Re = Yes" vs. "Re  
## = No"  
##   
##   
## ASSUMPTION CHECKS  
##   
## Collinearity Statistics   
## -------------------------------   
## VIF Tolerance   
## -------------------------------   
## HoursC 1.00 1.00   
## -------------------------------   
##   
##   
## PREDICTION  
##   
## Classification Table – Re   
## --------------------------------------   
## Observed No Yes % Correct   
## --------------------------------------   
## No 28 5 84.8   
## Yes 5 31 86.1   
## --------------------------------------   
## Note. The cut-off value is set  
## to 0.5  
##   
##   
## Predictive Measures   
## -------------------   
## Accuracy   
## -------------------   
## 0.855   
## -------------------   
## Note. The  
## cut-off value  
## is set to 0.5  
##   
##   
## MODEL 2  
##   
## Model Coefficients   
## ---------------------------------------------------------------------   
## Predictor Estimate SE Z p Odds ratio   
## ---------------------------------------------------------------------   
## Intercept 0.1737 0.37858 0.459 0.646 1.19   
## HoursC 2.5360 0.78704 3.222 0.001 12.63   
## TipsC 0.0256 0.00735 3.490 < .001 1.03   
## ---------------------------------------------------------------------   
## Note. Estimates represent the log odds of "Re = Yes" vs. "Re =  
## No"  
##   
##   
## ASSUMPTION CHECKS  
##   
## Collinearity Statistics   
## -------------------------------   
## VIF Tolerance   
## -------------------------------   
## HoursC 1.03 0.968   
## TipsC 1.03 0.968   
## -------------------------------   
##   
##   
## PREDICTION  
##   
## Classification Table – Re   
## --------------------------------------   
## Observed No Yes % Correct   
## --------------------------------------   
## No 29 4 87.9   
## Yes 5 31 86.1   
## --------------------------------------   
## Note. The cut-off value is set  
## to 0.5  
##   
##   
## Predictive Measures   
## -------------------   
## Accuracy   
## -------------------   
## 0.870   
## -------------------   
## Note. The  
## cut-off value  
## is set to 0.5

Use regression equation to calculate predicted logit, odds, and probability

#Discussion: star performer Trudy  
print("Given that Trudy works 7 hours of ovetime and makes $100 in tips, the odds she will remain for another year:")

## [1] "Given that Trudy works 7 hours of ovetime and makes $100 in tips, the odds she will remain for another year:"

# Let OT = Overtime Hours, T = tips  
OT = 7  
T = 100  
  
print("Model - Full model")

## [1] "Model - Full model"

predlogit <- .17 + (2.54\*OT) + (.03\*T)  
predodds <- exp(predlogit)  
predprob <- predodds / (1 + predodds)  
  
print("Predicted Logit")

## [1] "Predicted Logit"

predlogit

## [1] 20.95

print("Predicted Odds")

## [1] "Predicted Odds"

predodds

## [1] 1254496332

print("Predicted Probability")

## [1] "Predicted Probability"

predprob

## [1] 1