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Predictors of Success for Youth in a Transitional Housing Program

Homeless youth (ages 16 to 25) are among the most at risk members of the population. A local transitional living program provides services to this population to assist with finding a job, literacy, high school graduation, and temporary shelter. The CEO of this program formed a study to test if the predictors of success for this program are consistent with the literature, including high school graduation and levels of safety. In addition, income and illiteracy levels were also collected for this sample and will also be tested. The purpose of this study was to determine how income, illiteracy, safety, and high school graduation status predict success of the youth in successful transition.

**Method**

The present study used a correlational design. Data collection methods included verified income and high school graduation, and a score for illiteracy and success provided by the program.

**Participants**

Participants consisted of 50 youth who completed the program. No demographic data was collected.

**Measures**

Each participant was assessed using the below measures.

**Income.**Income assessed the annual income of each participant, in dollars.

**Illiteracy*.*** Illiteracyassessed the level of illiteracy on 0 to 3 scale, with higher scores indicating higher illiteracy.

**Safety.**Safety assessed safety levels in the area in which participants lived using a 0 to 10 scale, with higher scores indicating higher levels of safety.

**High School Graduation.**High School Graduation (HS.Grad) assessed graduation status using a nominal scale with three categories of *normal graduation date*, *graduated later than normal*, or *did not graduate*.

**Success.**Success assessed successful transition of participants using a 0 to 10 scale based on a variety of compiled factors, with higher scores indicating higher levels of success.

**Planned Analysis**

The present study planned to use correlation, simple regression, and multiple regression to assess the relationships between predictors, as well as predictors and the outcome variable.

**Results**

Data analysis can be found in Appendix A. Descriptive statistics can be found in Table 1. There were no missing data in the dataset and analysis continued with tests of assumptions. Descriptive statistics and inspection of histograms indicated that the data is normally distributed for continuous variables. Data was verified to be normally distributed across all variables in the model, as evidenced by skew for all variables being below a threshold of  3.00 (income = 0.14, illiteracy = 0.87, safety = 0.01, success = 0.10), and kurtosis below a threshold of  10.00 (income = -0.95, illiteracy = -0.28, safety = -0.85 success = -0.80). Scatterplots with regression lines were created to assess the assumption of homoscedasticity and to determine linearity. The homoscedasticity assumption does not appear to be violated by visual inspection and was confirmed using a Non-Constant Variance (NCV) test, χ2 (1) = 3.10, *p* *= .*078. The assumption of linearity appears to be met for income (*r* = .70, *p* < .001), illiteracy (*r* = -.59, *p* = .001), and safety (*r* = .36, *p* = .009) when correlated with success, as further evidenced by viewing scatterplots with regression lines added.

Income, illiteracy, and safety were significantly correlated with success (Table 2); therefore, the relationship between the outcome (success) and potential predictors was assessed through regression analyses. Income (β = .70, *p* < .001) explained 47% of the variance in test scores, *F*(1, 48) = 45.90, *p* < .001, *R2* = .47 for Model 1 (Table 3). Adding illiteracy (β = -.36, *p* < .001) and income (β = .55, *p* < .001) to the model explained 60% of the variance in success, *F*(2, 47) = 34.80, *p* < .001, *R2* = .60 for Model 2. Adding safety to the model did not add significant variance, *F*(1, 46) = 0.01 , *ΔR2* = .00, *p* = .930. Adding graduation status to the model did not add significant variance, *F*(2, 45) = 1.08, *ΔR2* = .02, *p* = .347. Model comparison of Models 1 and 2 indicated that Model 2 was a significantly better fit over Model 1, *F*(1, 47) = 12.60, *ΔR2* = .11, *p* < .001.

**Discussion**

The purpose of the current project was to test predictors of success for youth transitioning from homelessness. Youth (*N* = 50) were measured for income, illiteracy, safety, and graduation status. Correlation and regression analyses were used to determine whether these variables predicted success within the program. When including income and illiteracy in the linear model both were significant predictors of success (Table 3).

These results indicate that both income and illiteracy were significant predictors of success within this program, in contradiction of the claims from the literature of safety and graduation status being the most significant predictors of success. It could be the case that illiteracy captures more information above and beyond graduation rates. In addition, future interventions and studies may also target the relationship between illiteracy and safety (*r* = -.69, *p* < .001), as levels of safety may inversely predict illiteracy, which in turn helps to predict success in youth transitioning from homelessness.

Table 1

*Descriptive Statistics of Measures*

Variable Mean SD Median Skew Kurtosis

Income 19,483.00 6432.00 19938.00 0.14 -0.95

Illiteracy 1.17 0.61 5.00 0.87 -0.28

Safety 5.24 2.54 38.50 0.01 -0.85

Success 5.10 1.47 5.00 0.10 -0.80

Table 2

*Correlation Matrix for Measures Related to Success*

Variable 1 2 3 4

1. Income - -.42\*\* .20 .70\*\*\*

2. Illiteracy - -.69\*\*\* -.59\*\*\*

3. Safety - .36\*\*

4. Success -

*Note.* \* *p* < .05, \*\* *p* < .01, \*\*\* *p* < .001.

Table 3

*Hierarchical Regression Models Predicting Success*

Model Variables *B* β SE *R2*

Model 1 Income 16,000.00 .70\*\*\* 2,370.00 .49

Model 2 Income 12,600.00 .55\*\*\* 2,330.00 .60

Illiteracy -0.87 -.36\*\*\* 0.25

*Note.*\* *p* < .05, \*\* *p* < .01, \*\*\* *p* < .001.

Appendix A

**Statistical Analysis in R**

**Hypotheses**

H0: no relationship between variables

Ha: income + illiteracy + safety + graduation status predict success

N = 50

**Descriptive Statistics and Assumptions**

# Prerequisitites  
 # 1. Variables are measured on the continuous level  
  
# Assumptions  
 # 1. Normal Distribution for X and Y (Product) [i.e. histogram, skew +-3, kurtosis +-10]  
 # Histogram for Income appears normal  
 # Histogram for Illitaracy appears unimodal and skewed positively  
 # Histogram for Safety appears normal  
 # Histogram for Success appears normal  
 # Skewness - ALL PASS  
 # Kurtosis - ALL PASS   
   
 # 2. Linear Relationship beween X and Y  
 # Visual inspection of scatterplot and prediction model line indicate a linear relationship  
 # 3. Homoscedasticity  
 # a. Visual inspection of scatterplots indicate:   
 # possible lower variance at lower end of Income  
 # possible lower variance at upper end of Illiteracy  
 # likely equal variance across Safety  
 # b. non-constant variance test - H0 = TRUE (PASS)  
   
 # 4. [Examine residuals (e = Y - Y~predicted~) to understand 2 and 3 mathematically]  
  
# Descriptives [Assumption 1]  
desc <- descriptives(data = dat,   
 vars = c('Income', 'Illiteracy', 'Safety', 'Success'),   
 hist = TRUE,   
 sd = TRUE,   
 range = TRUE,   
 skew = TRUE,   
 kurt = TRUE)  
desc

##   
## DESCRIPTIVES  
##   
## Descriptives   
## --------------------------------------------------------------------   
## Income Illiteracy Safety Success   
## --------------------------------------------------------------------   
## N 50 50 50 50   
## Missing 0 0 0 0   
## Mean 19483 1.17 5.24 5.10   
## Median 19938 0.950 5.00 5.00   
## Standard deviation 6432 0.610 2.54 1.47   
## Range 21681 2.30 9 6   
## Minimum 8603 0.500 1 2   
## Maximum 30284 2.80 10 8   
## Skewness 0.144 0.870 0.0142 0.0995   
## Std. error skewness 0.337 0.337 0.337 0.337   
## Kurtosis -0.947 -0.276 -0.849 -0.797   
## Std. error kurtosis 0.662 0.662 0.662 0.662   
## --------------------------------------------------------------------

![](data:image/png;base64,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)![](data:image/png;base64,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)![](data:image/png;base64,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)![](data:image/png;base64,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)

# Scatterplots [Assumption 2 and 3a]  
plot(dat$Income, dat$Success, abline(lm(dat$Success ~ dat$Income)))
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plot(dat$Illiteracy, dat$Success, abline(lm(dat$Success ~ dat$Illiteracy)))

![](data:image/png;base64,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)

plot(dat$Safety, dat$Success, abline(lm(dat$Success ~ dat$Safety)))

![](data:image/png;base64,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)

# Homoscedasticity [Assumption 3b]  
  
# non-constant variance Chi-squared test [Chi-squared (df) = ##.##, p = .###]  
# H0 = homoscedastic - TRUE  
# Ha = heteroscedastic  
  
ncvTest(lm(Success ~ Income + Illiteracy + Safety, data = dat))

## Non-constant Variance Score Test   
## Variance formula: ~ fitted.values   
## Chisquare = 3.103699, Df = 1, p = 0.078115

**Correlations**

# Correlation  
cortable <- corrMatrix(data = dat,   
 vars = c('Income', 'Illiteracy', 'Safety', 'Success'),   
 flag = TRUE)  
cortable

##   
## CORRELATION MATRIX  
##   
## Correlation Matrix   
## --------------------------------------------------------------------------   
## Income Illiteracy Safety Success   
## --------------------------------------------------------------------------   
## Income Pearson's r  -0.415 0.196 0.699   
## p-value  0.003 0.172 < .001   
##   
## Illiteracy Pearson's r  -0.691 -0.589   
## p-value  < .001 < .001   
##   
## Safety Pearson's r  0.363   
## p-value  0.009   
##   
## Success Pearson's r    
## p-value    
## --------------------------------------------------------------------------   
## Note. \* p < .05, \*\* p < .01, \*\*\* p < .001

**Center the continuous predictor variables**

# c = x - M  
# Centering only quantitatively changes the intercept for regression equation  
# Center Income, Illiteracy, Safety  
dat$Income.c <- dat$Income - mean(dat$Income)  
dat$Illiteracy.c <- dat$Illiteracy - mean(dat$Illiteracy)  
dat$Safety.c <- dat$Safety - mean(dat$Safety)

**Simple Regression of centered continuous predictor variables**

# Simple regression  
# R = correlation between observed scores and predicted scores  
# R squared = percentage of variance explained  
# t = Estimate / SE  
# df = N - k - 1 [k is number of predictors]  
# H0: B0 = 0; H0; R squared = 0  
  
model1 <- linReg(data = dat,   
 dep = 'Success',   
 covs = c('Income.c'),  
 blocks = list('Income.c'),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
model1

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.699 0.489 45.9 1 48 < .001   
## -----------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ------------------------------------------------------------------------------------------------   
## Intercept 5.10 0.151 4.80 5.40 33.87 < .001   
## Income.c 1.60e-4 2.37e-5 1.13e-4 2.08e-4 6.78 < .001 0.699   
## ------------------------------------------------------------------------------------------------

model2 <- linReg(data = dat,   
 dep = 'Success',  
 covs = c('Illiteracy.c'),  
 blocks = list('Illiteracy.c'),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
model2

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.589 0.347 25.5 1 48 < .001   
## -----------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ----------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ----------------------------------------------------------------------------------------------   
## Intercept 5.10 0.170 4.76 5.442 29.97 < .001   
## Illiteracy.c -1.43 0.282 -1.99 -0.858 -5.05 < .001 -0.589   
## ----------------------------------------------------------------------------------------------

model3 <- linReg(data = dat,   
 dep = 'Success',  
 covs = c('Safety.c'),  
 blocks = list('Safety.c'),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
model3

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## ----------------------------------------------------------   
## Model R R² F df1 df2 p   
## ----------------------------------------------------------   
## 1 0.363 0.132 7.31 1 48 0.009   
## ----------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## --------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## --------------------------------------------------------------------------------------------   
## Intercept 5.100 0.1962 4.7054 5.495 25.99 < .001   
## Safety.c 0.211 0.0779 0.0540 0.367 2.70 0.009 0.363   
## --------------------------------------------------------------------------------------------

**Multiple regression with dummy codes for Categorical Variable (Graduation Status [3 levels])**

# Model comparison  
# D1 is predicted difference between D1 (Graduated later) and reference group (Did not graduate) for a 1 unit change in Y (Success)  
# D2 is predicted difference between D2 (Graduated normal) and reference group (did not graduate) for 1 unit change in Y (Success)  
model4 <- linReg(data = dat,   
 dep = 'Success', #outcome  
 covs = c('D1', 'D2'), #predictors  
 blocks = list(c('D1', 'D2')), #order matters here if separate blocks of variables are provided  
 modelTest = TRUE,   
 stdEst = TRUE,   
 ciStdEst = TRUE,   
 r2Adj = TRUE)  
model4

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -------------------------------------------------------------------------   
## Model R R² Adjusted R² F df1 df2 p   
## -------------------------------------------------------------------------   
## 1 0.484 0.234 0.201 7.18 2 47 0.002   
## -------------------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## -------------------------------------------------------------------------------------------   
## Predictor Estimate SE t p Stand. Estimate Lower Upper   
## -------------------------------------------------------------------------------------------   
## Intercept 4.07 0.340 11.96 < .001   
## D1 1.23 0.467 2.63 0.012 0.398 0.0937 0.703   
## D2 1.71 0.461 3.72 < .001 0.563 0.2580 0.868   
## -------------------------------------------------------------------------------------------

Model 1 is best fit for simple regression Income predicts 49% of variance for Success

**Model 1 Comparison with Illiteracy added**

# Model comparison  
# H0 = delta of R squared = 0  
compare5 <- linReg(data = dat,   
 dep = 'Success',   
 covs = c('Income.c', 'Illiteracy.c'),  
 blocks = list(  
 list('Income.c'),  
 list('Illiteracy.c')),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
compare5

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.699 0.489 45.9 1 48 < .001   
## 2 0.773 0.597 34.8 2 47 < .001   
## -----------------------------------------------------------   
##   
##   
## Model Comparisons   
## ----------------------------------------------------------------   
## Model Model <U+0394>R² F df1 df2 p   
## ----------------------------------------------------------------   
## 1 - 2 0.108 12.6 1 47 < .001   
## ----------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ------------------------------------------------------------------------------------------------   
## Intercept 5.10 0.151 4.80 5.40 33.87 < .001   
## Income.c 1.60e-4 2.37e-5 1.13e-4 2.08e-4 6.78 < .001 0.699   
## ------------------------------------------------------------------------------------------------   
##   
##   
## MODEL 2  
##   
## Model Coefficients   
## ---------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ---------------------------------------------------------------------------------------------------   
## Intercept 5.100 0.135 4.83 5.372 37.74 < .001   
## Income.c 1.26e-4 2.33e-5 7.90e-5 1.73e-4 5.40 < .001 0.549   
## Illiteracy.c -0.874 0.246 -1.37 -0.379 -3.55 < .001 -0.361   
## ---------------------------------------------------------------------------------------------------

Model 5 is a good fit for multiple regression Income and Illiteracy predict 60% of variance for Success

**Model 1 Comparison with Safety added**

# Model comparison  
# H0 = delta of R squared = 0  
compare6 <- linReg(data = dat,   
 dep = 'Success',   
 covs = c('Income.c', 'Safety.c'),  
 blocks = list(  
 list('Income.c'),  
 list('Safety.c')),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
compare6

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.699 0.489 45.9 1 48 < .001   
## 2 0.736 0.542 27.8 2 47 < .001   
## -----------------------------------------------------------   
##   
##   
## Model Comparisons   
## ----------------------------------------------------------------   
## Model Model <U+0394>R² F df1 df2 p   
## ----------------------------------------------------------------   
## 1 - 2 0.0533 5.47 1 47 0.024   
## ----------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ------------------------------------------------------------------------------------------------   
## Intercept 5.10 0.151 4.80 5.40 33.87 < .001   
## Income.c 1.60e-4 2.37e-5 1.13e-4 2.08e-4 6.78 < .001 0.699   
## ------------------------------------------------------------------------------------------------   
##   
##   
## MODEL 2  
##   
## Model Coefficients   
## ------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ------------------------------------------------------------------------------------------------   
## Intercept 5.100 0.1440 4.8103 5.390 35.41 < .001   
## Income.c 1.50e-4 2.31e-5 1.03e-4 1.96e-4 6.49 < .001 0.653   
## Safety.c 0.136 0.0583 0.0191 0.254 2.34 0.024 0.235   
## ------------------------------------------------------------------------------------------------

Model 6 is not best fit for multiple regression Income and Safety predict 54% of variance for Success

**Model 1 Comparison with Graduation added**

# Model comparison  
# H0 = delta of R squared = 0  
# D1 is predicted difference between D1 (Graduated later) and reference group (Did not graduate) for a 1 unit change in Y (Success)  
# D2 is predicted difference between D2 (Graduated normal) and reference group (did not graduate) for 1 unit change in Y (Success)  
compare7 <- linReg(data = dat,   
 dep = 'Success',   
 covs = c('Income.c', 'D1', 'D2'),  
 blocks = list(  
 list('Income.c'),  
 list('D1', 'D2')),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
compare7

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.699 0.489 45.9 1 48 < .001   
## 2 0.753 0.567 20.0 3 46 < .001   
## -----------------------------------------------------------   
##   
##   
## Model Comparisons   
## ----------------------------------------------------------------   
## Model Model <U+0394>R² F df1 df2 p   
## ----------------------------------------------------------------   
## 1 - 2 0.0775 4.11 2 46 0.023   
## ----------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ------------------------------------------------------------------------------------------------   
## Intercept 5.10 0.151 4.80 5.40 33.87 < .001   
## Income.c 1.60e-4 2.37e-5 1.13e-4 2.08e-4 6.78 < .001 0.699   
## ------------------------------------------------------------------------------------------------   
##   
##   
## MODEL 2  
##   
## Model Coefficients   
## ------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ------------------------------------------------------------------------------------------------   
## Intercept 4.568 0.272 4.020 5.12 16.79 < .001   
## Income.c 1.42e-4 2.39e-5 9.39e-5 1.90e-4 5.94 < .001 0.619   
## D1 0.465 0.377 -0.294 1.22 1.23 0.224 0.151   
## D2 1.038 0.368 0.297 1.78 2.82 0.007 0.341   
## ------------------------------------------------------------------------------------------------

Model 7 is not best fit for multiple regression Income and Graduation predict 57% of variance for Success

Model 5 is most parsimonious fit for multiple regression Income and Illiteracy predict 60% of variance for Success

**Model 5 Comparison with Safety added**

# Model comparison  
# H0 = delta of R squared = 0  
compare8 <- linReg(data = dat,   
 dep = 'Success',   
 covs = c('Income.c', 'Illiteracy.c', 'Safety.c'),  
 blocks = list(  
 list('Income.c', 'Illiteracy.c'),  
 list('Safety.c')),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
compare8

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.773 0.597 34.8 2 47 < .001   
## 2 0.773 0.597 22.7 3 46 < .001   
## -----------------------------------------------------------   
##   
##   
## Model Comparisons   
## --------------------------------------------------------------------   
## Model Model <U+0394>R² F df1 df2 p   
## --------------------------------------------------------------------   
## 1 - 2 6.81e-5 0.00778 1 46 0.930   
## --------------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ---------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ---------------------------------------------------------------------------------------------------   
## Intercept 5.100 0.135 4.83 5.372 37.74 < .001   
## Income.c 1.26e-4 2.33e-5 7.90e-5 1.73e-4 5.40 < .001 0.549   
## Illiteracy.c -0.874 0.246 -1.37 -0.379 -3.55 < .001 -0.361   
## ---------------------------------------------------------------------------------------------------   
##   
##   
## MODEL 2  
##   
## Model Coefficients   
## -----------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## -----------------------------------------------------------------------------------------------------   
## Intercept 5.10000 0.1366 4.825 5.375 37.3418 < .001   
## Income.c 1.26e-4 2.38e-5 7.83e-5 1.74e-4 5.3014 < .001 0.5506   
## Illiteracy.c -0.85351 0.3410 -1.540 -0.167 -2.5031 0.016 -0.3529   
## Safety.c 0.00669 0.0758 -0.146 0.159 0.0882 0.930 0.0115   
## -----------------------------------------------------------------------------------------------------

Model 8 is not a parsimonious fit for multiple regression Income, Illiteracy, and Safety predict 60% of variance for Success (no added account for variance)

**Model 5 Comparison with Graduation added**

# Model comparison  
# H0 = delta of R squared = 0  
# D1 is predicted difference between D1 (Graduated later) and reference group (Did not graduate) for a 1 unit change in Y (Success)  
# D2 is predicted difference between D2 (Graduated normal) and reference group (did not graduate) for 1 unit change in Y (Success)  
compare9 <- linReg(data = dat,   
 dep = 'Success',   
 covs = c('Income.c', 'Illiteracy.c', 'D1', 'D2'),  
 blocks = list(  
 list('Income.c', 'Illiteracy.c'),  
 list('D1', 'D2')),   
 modelTest = TRUE,   
 stdEst = TRUE,   
 ci = TRUE)  
compare9

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## -----------------------------------------------------------   
## Model R R² F df1 df2 p   
## -----------------------------------------------------------   
## 1 0.773 0.597 34.8 2 47 < .001   
## 2 0.785 0.616 18.0 4 45 < .001   
## -----------------------------------------------------------   
##   
##   
## Model Comparisons   
## ----------------------------------------------------------------   
## Model Model <U+0394>R² F df1 df2 p   
## ----------------------------------------------------------------   
## 1 - 2 0.0185 1.08 2 45 0.347   
## ----------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## ---------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ---------------------------------------------------------------------------------------------------   
## Intercept 5.100 0.135 4.83 5.372 37.74 < .001   
## Income.c 1.26e-4 2.33e-5 7.90e-5 1.73e-4 5.40 < .001 0.549   
## Illiteracy.c -0.874 0.246 -1.37 -0.379 -3.55 < .001 -0.361   
## ---------------------------------------------------------------------------------------------------   
##   
##   
## MODEL 2  
##   
## Model Coefficients   
## ----------------------------------------------------------------------------------------------------   
## Predictor Estimate SE Lower Upper t p Stand. Estimate   
## ----------------------------------------------------------------------------------------------------   
## Intercept 4.9715 0.309 4.349 5.594 16.095 < .001   
## Income.c 1.27e-4 2.36e-5 8.00e-5 1.75e-4 5.410 < .001 0.5559   
## Illiteracy.c -0.7456 0.311 -1.372 -0.119 -2.398 0.021 -0.3083   
## D1 -0.0557 0.420 -0.901 0.790 -0.133 0.895 -0.0181   
## D2 0.4097 0.438 -0.472 1.291 0.936 0.354 0.1347   
## ----------------------------------------------------------------------------------------------------

Model 9 is not a parsimonious fit for multiple regression Income, Illiteracy, and Graduation predict 62% of variance for Success (no significant added account for prior predicted variance of 60%)

Based on prior literature, Graduation and Safety are best predictors of success. In this case, neither graduation nor safety accounted for a significantly greater amount of variance when added to Income and Illiteracy, Income accounted for highest amount of overall variance by itself, and Income and Illiteracy accounted for the most parsimonious model overall.

Thus, Model 5 is best, most parsimonious fit for multiple regression Income and Illiteracy predict 60% of variance for Success

**Transform Normalized Illiteracy to Literacy on a scale of 0-3 (higher being more literate)**

dat$Literacy.t <- 3 - dat$Illiteracy.c

**Model 5 with normalized Literacy transform**

# Multiple regression [Success ~ Income.c + Literacy.t]  
# Y = B0 + B1\*Income + B2\*Literacy + residuals [B0 = 2.48, B1 = 12,600, B2 = 0.87]  
# Accounting for error (Sum of Y - Y predicted / N - standard error in gray below):   
 #with average income and literacy, Y is 2.48 {low success}  
  
transform5 <- linReg(data = dat,   
 dep = 'Success', #outcome  
 covs = c('Income.c', 'Literacy.t'), #predictors  
 blocks = list(c('Income.c', 'Literacy.t')), #order matters here if separate blocks of variables are provided  
 modelTest = TRUE,   
 stdEst = TRUE,   
 ciStdEst = TRUE,   
 r2Adj = TRUE)  
transform5

##   
## LINEAR REGRESSION  
##   
## Model Fit Measures   
## --------------------------------------------------------------------------   
## Model R R² Adjusted R² F df1 df2 p   
## --------------------------------------------------------------------------   
## 1 0.773 0.597 0.580 34.8 2 47 < .001   
## --------------------------------------------------------------------------   
##   
##   
## MODEL SPECIFIC RESULTS  
##   
## MODEL 1  
##   
## Model Coefficients   
## --------------------------------------------------------------------------------------------   
## Predictor Estimate SE t p Stand. Estimate Lower Upper   
## --------------------------------------------------------------------------------------------   
## Intercept 2.478 0.751 3.30 0.002   
## Income.c 1.26e-4 2.33e-5 5.40 < .001 0.549 0.345 0.754   
## Literacy.t 0.874 0.246 3.55 < .001 0.361 0.157 0.566   
## --------------------------------------------------------------------------------------------

**Visualization with Centered and Transformed Data**

# plotting a multiple regression model based on:   
 # Model 5 Transform: Success.c ~ Income.c + Literacy.t [centered predictors]  
  
# create predicted values from predictors and save in object  
model5 <- lm(Success ~ Income.c + Literacy.t, data = dat)  
summary(model5)

##   
## Call:  
## lm(formula = Success ~ Income.c + Literacy.t, data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.89881 -0.71826 0.06009 0.66334 1.98364   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.478e+00 7.507e-01 3.301 0.001846 \*\*   
## Income.c 1.259e-04 2.333e-05 5.398 2.17e-06 \*\*\*  
## Literacy.t 8.741e-01 2.461e-01 3.551 0.000884 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.9555 on 47 degrees of freedom  
## Multiple R-squared: 0.5971, Adjusted R-squared: 0.58   
## F-statistic: 34.83 on 2 and 47 DF, p-value: 5.275e-10

model\_p <- ggpredict(model5, terms = c('Income.c', 'Literacy.t'), full.data = TRUE, pretty = FALSE)  
  
# plot predicted line  
plot <- ggplot(model\_p, aes(x, predicted)) +  
 geom\_smooth(method = "lm", se = TRUE, fullrange=TRUE) + xlab("Score") + ggtitle("Plot of Model of Income and Literacy Predicting Success") + ylab("Success") +  
 geom\_point() + theme\_minimal()  
  
plot
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