Q1 - Multiple R2 quantifies the proportion of reduction in total sum of squares due to regression

Ans - True

Q2 - Sign of correlation coefficient and regression slope in a simple linear regression problem is the same

Ans - True

Q3 - If two predictors are highly correlated, then including them both in a regression equation might inflate variances of the estimates of regression coefficients

Ans - True

Q4 - In a regression problem error sum of squares is always smaller than sum of squares due to regression

Ans - False

Q5 - In logistic regression Pr(Y = 1) is regressed on the predictors

Ans - False

Q6 - In a multiple regression problem the following is observed.

When Y is regressed on X1 along, R2 = 85%. When Y is regressed on X1 and X2 both, R2 is still 85%. Which of the following statements describe the situation best?

Ans - Correlation between Y and X1 is 0.92 and correlation between X1 and X2 is 100%

Q7 - What is the slope of the line y =  −3.4x − 2.5?

Ans - (minus) 3.4

Q8 - From the following regression equation, calculate ![LaTeX: \pi](data:image/gif;base64,R0lGODlhCwAIALMAAP///wAAANzc3DIyMhAQEGZmZoiIiKqqqszMzHZ2du7u7kRERJiYmLq6uiIiIgAAACH5BAEAAAAALAAAAAALAAgAAAQoEIgRqiUAFAEMOFyGZMIBJFmaJYqmpksWvwwKBC8wNFkwpgoHjJeJAAA7)π = Pr(Y = 1| x = 10).

Log ![LaTeX: \frac{\pi\left(x\right)}{\left(1-\pi\left(x\right)\right)}](data:image/gif;base64,R0lGODlhVAArALMAAP///wAAANzc3DIyMhAQEGZmZoiIiKqqqszMzHZ2du7u7kRERJiYmLq6uiIiIlRUVCH5BAEAAAAALAAAAABUACsAAAT+EMhJq72YKpYnU10ojiRWjMpZrmxrIGRjtHSdDStu7zbDlYYDb8haCFaIB5EoGASeUEJFWjkwEg3r4zihLneF4+zAnVYaRwFBSIBNAt+dWyBMXASOqqThrThAcTsJICoVeBgJShd/gTsLEo8WCn0UAz8WlI0rVxJwF5kACgFcDWaaNAOlAAFuFUYTfAAMnghlAEmnLQp5kKoVPhMIBQcIBwkHvhJBuZoKkSQ6zI0JrSENl9KBhR0p2acbIh/e4+Tl5ufoUOrr7O3u7/Dx8u/o9fb3+M3Y9+Ah4hT/LmzDNxBDNw0FlVULtSDZuBcxZlCQcSEaAAEJZjn0ZlFERwDTH4FZCLBRmkgSyyiknPBqZElmLUngojCzCwaSS5qwy5TJChYttniacrkkDIAxtihQQnNxDYA2FDxFpXDoAs4hc+pgqDpBCIBYiwBNYCSBa4WrFhAsWMu2rUQLgwAkvMgLriILZMeKnXTzZY1IzyrwrbjP5lAJoFb5bcFpVQZQokgdRuwqaafFLFJ1WsiyTKxZEmrRvBuatCxsChIsCDCA2pBdLF+eFEbMGLIKK5V5neAsn4TeJT5+BODad3ER184UljAXXXOEgpv3yzc9Q0AJ1wFEAAA7)π(x)(1−π(x))= 0.5 + 0.01x

Ans - 0.64

Q9 - In a simple regression problem total sum of squares is 500 and sum of the squared residuals is 100. What is the value of multiple R2 for this regression?

Ans - 80 %

Q10 - Logistic regression is applied when the response Y is binary. In logistic regression a logit transformation of success probability is expressed as a linear function of the predictors because

Ans -
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