* **Optimizers :**

Optimizers are algorithms or methods used to change the attributes of the neural network such as weights and learning rate to reduce the losses. Optimizers are used to solve optimization problems by minimizing the function.

1. **Gradient Descent**

Gradient Descent is the most basic but most used optimization algorithm. It’s used heavily in linear regression and classification algorithms. Back propagation in neural networks also uses a gradient descent algorithm.

Gradient descent is a first-order optimization algorithm which is dependent on the first order derivative of a loss function. It calculates that which way the weights should be altered so that the function can reach a minima. Through backpropagation, the loss is transferred from one layer to another and the model’s parameters also known as weights are modified depending on the losses so that the loss can be minimized.

algorithm: θ=θ−α⋅∇J(θ)

Advantages:

1. Easy computation and implement.
2. Easy to understand.

Disadvantages:

1.May trap at local minima.

2.Weights are changed after calculating gradient on the whole dataset. So, if the dataset is too large than this may take years to converge to the minima.

3.Requires large memory to calculate gradient on the whole dataset.

**2.Stochastic Gradient Descent:**

It’s a variant of Gradient Descent. It tries to update the model’s parameters more frequently. In this, the model parameters are altered after computation of loss on each training example. So, if the dataset contains 1000 rows SGD will update the model parameters 1000 times in one cycle of dataset instead of one time as in Gradient Descent.

θ=θ−α⋅∇J(θ;x(i);y(i)) , where {x(i) ,y(i)} are the training examples.

As the model parameters are frequently updated parameters have high variance and fluctuations in loss functions at different intensities.

Advantages:

1. Frequent updates of model parameters hence, converges in less time.
2. Requires less memory as no need to store values of loss functions.
3. May get new minima’s.

Disadvantages:

1. High variance in model parameters.
2. May shoot even after achieving global minima.
3. To get the same convergence as gradient descent needs to slowly reduce the value of learning rate.

**3.Adagrad**

One of the disadvantages of all the optimizers explained is that the learning rate is constant for all parameters and for each cycle. This optimizer changes the learning rate. It changes the learning rate ‘η’ for each parameter and at every time step ‘t’. It’s a type second order optimization algorithm. It works on the derivative of an error function.
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A derivative of loss function for given parameters at a given time t.
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Update parameters for given input i and at time/iteration t

η is a learning rate which is modified for given parameter θ(i) at a given time based on previous gradients calculated for given parameter θ(i).

We store the sum of the squares of the gradients w.r.t. θ(i) up to time step t, while ϵ is a smoothing term that avoids division by zero (usually on the order of 1e−8). Interestingly, without the square root operation, the algorithm performs much worse.

It makes big updates for less frequent parameters and a small step for frequent parameters.

Advantages:

1. Learning rate changes for each training parameter.
2. Don’t need to manually tune the learning rate.
3. Able to train on sparse data.

Disadvantages:

1. Computationally expensive as a need to calculate the second order derivative.
2. The learning rate is always decreasing results in slow training.

# 4.Adam

[Adam](https://arxiv.org/pdf/1412.6980.pdf) (Adaptive Moment Estimation) works with momentums of first and second order. The intuition behind the Adam is that we don’t want to roll so fast just because we can jump over the minimum, we want to decrease the velocity a little bit for a careful search. In addition to storing an exponentially decaying average of past squared gradients like AdaDelta, *Adam*also keeps an exponentially decaying average of past gradients M(t).

M(t) and V(t) are values of the first moment which is the *Mean* and the second moment which is the *uncentered variance* of the gradientsrespectively.
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First and second order of momentum

Here, we are taking mean of **M(t)** and **V(t)** so that **E[m(t)]** can be equal to **E[g(t)]** where **E[f(x)]** is an expected value of **f(x)**.Update the parameter![Image for post](data:image/png;base64,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)

Advantages:

1. The method is too fast and converges rapidly.
2. Rectifies vanishing learning rate, high variance.

Disadvantages:

1.Computationally costly.

**5.Mini Batch Gradient Descent**

We have seen the Batch Gradient Descent. We have also seen the Stochastic Gradient Descent. Batch Gradient Descent can be used for smoother curves. SGD can be used when the dataset is large. Batch Gradient Descent converges directly to minima. SGD converges faster for larger datasets. But, since in SGD we use only one example at a time, we cannot implement the vectorized implementation on it. This can slow down the computations. To tackle this problem, a mixture of Batch Gradient Descent and SGD is used.

Neither we use all the dataset all at once nor we use the single example at a time. We use a batch of a fixed number of training examples which is less than the actual dataset and call it a mini-batch. Doing this helps us achieve the advantages of both the former variants we saw. So, after creating the mini-batches of fixed size, we do the following steps in one epoch:

1.Pick a mini-batch

2.Feed it to Neural Network

1. Calculate the mean gradient of the mini-batch
2. Use the mean gradient we calculated in step 3 to update the weights
3. Repeat steps 1–4 for the mini-batches we created
4. Just like SGD, the average cost over the epochs in mini-batch gradient descent fluctuates because we are averaging a small number of examples at a time.