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Datos de la Liga Iberdrola 2020/2021 (<https://rfevb-web.dataproject.com/CompetitionHome.aspx?ID=68>)

# Liga Iberdrola 2020/2021

library(readxl)  
partidos2021 = read\_excel("Partidos\_20\_21.xlsx", sheet = 1, range= "A2:AA266", col\_names=T)  
head(partidos2021)

## # A tibble: 6 x 27  
## Equipo `Sets jugados` Tot BP G `G-P` `Saque-Tot` `Saque-Pts`  
## <chr> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 Cajasol Juvasa 5 71 27 44 30 107 6  
## 2 Cajasol Juvasa 4 68 29 39 40 95 3  
## 3 Cajasol Juvasa 5 79 37 42 39 102 7  
## 4 Cajasol Juvasa 4 58 22 36 20 89 6  
## 5 Cajasol Juvasa 3 27 11 16 -10 42 2  
## 6 Cajasol Juvasa 3 64 40 24 37 74 12  
## # ... with 19 more variables: Saque-Err <dbl>, Saque-Pts por set <dbl>,  
## # Saque-Efic <dbl>, Recep-Tot <dbl>, Recep-Err <dbl>, Recep-Neg <dbl>,  
## # Recep-Exc <dbl>, Recep-ExcPorc <dbl>, Recep-Efic <dbl>, Ataque-Tot <dbl>,  
## # Ataque-Err <dbl>, Ataque-Blo <dbl>, Ataque-Exc <dbl>, Ataque-ExcPorc <dbl>,  
## # Ataque-Efic <dbl>, Bloqueo-Red <dbl>, Bloqueo-Pts <dbl>,  
## # Bloqueo-Puntos por set <dbl>, Ganado/Perdido <dbl>

## Estudio descriptivo de los datos

str(partidos2021)

## tibble [264 x 27] (S3: tbl\_df/tbl/data.frame)  
## $ Equipo : chr [1:264] "Cajasol Juvasa" "Cajasol Juvasa" "Cajasol Juvasa" "Cajasol Juvasa" ...  
## $ Sets jugados : num [1:264] 5 4 5 4 3 3 5 5 3 4 ...  
## $ Tot : num [1:264] 71 68 79 58 27 64 64 75 42 59 ...  
## $ BP : num [1:264] 27 29 37 22 11 40 25 33 10 25 ...  
## $ G : num [1:264] 44 39 42 36 16 24 39 42 32 34 ...  
## $ G-P : num [1:264] 30 40 39 20 -10 37 7 23 11 10 ...  
## $ Saque-Tot : num [1:264] 107 95 102 89 42 74 81 100 50 82 ...  
## $ Saque-Pts : num [1:264] 6 3 7 6 2 12 8 4 2 7 ...  
## $ Saque-Err : num [1:264] 13 9 11 11 3 9 7 14 7 14 ...  
## $ Saque-Pts por set : num [1:264] 1.2 0.8 1.4 1.5 0.7 4 1.6 0.8 0.7 1.8 ...  
## $ Saque-Efic : num [1:264] -0.07 -0.06 -0.04 -0.06 -0.02 0.04 0.01 -0.1 -0.1 -0.09 ...  
## $ Recep-Tot : num [1:264] 100 80 91 89 67 49 104 89 74 84 ...  
## $ Recep-Err : num [1:264] 9 3 2 6 13 1 13 6 6 10 ...  
## $ Recep-Neg : num [1:264] 17 34 13 29 12 13 47 24 36 10 ...  
## $ Recep-Exc : num [1:264] 61 32 61 23 14 20 24 45 16 53 ...  
## $ Recep-ExcPorc : num [1:264] 0.61 0.4 0.67 0.26 0.21 0.41 0.23 0.51 0.22 0.63 ...  
## $ Recep-Efic : num [1:264] 0.52 0.36 0.65 0.19 0.01 0.39 0.11 0.44 0.14 0.51 ...  
## $ Ataque-Tot : num [1:264] 182 134 155 136 98 98 147 169 106 137 ...  
## $ Ataque-Err : num [1:264] 10 8 19 8 19 7 20 15 10 14 ...  
## $ Ataque-Blo : num [1:264] 9 8 8 13 2 10 17 17 8 11 ...  
## $ Ataque-Exc : num [1:264] 54 53 58 43 24 47 44 57 35 43 ...  
## $ Ataque-ExcPorc : num [1:264] 0.3 0.4 0.37 0.32 0.24 0.48 0.3 0.34 0.33 0.31 ...  
## $ Ataque-Efic : num [1:264] 0.19 0.28 0.2 0.16 0.03 0.31 0.05 0.15 0.16 0.13 ...  
## $ Bloqueo-Red : num [1:264] 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bloqueo-Pts : num [1:264] 11 12 14 9 1 5 12 14 5 9 ...  
## $ Bloqueo-Puntos por set: num [1:264] 2.2 3 2.8 2.3 0.3 1.7 2.4 2.8 1.7 2.3 ...  
## $ Ganado/Perdido : num [1:264] 0 1 0 0 0 1 0 0 0 0 ...

Primero cambiamos la variable *Ganado/Perdido* a una variable dicotómica de tipo factor con valores 0 y 1 correspondientes a si el equipo ha perdido o ha ganado el partido.

partidos2021$`Ganado/Perdido` = as.factor(partidos2021$`Ganado/Perdido`)  
str(partidos2021)

## tibble [264 x 27] (S3: tbl\_df/tbl/data.frame)  
## $ Equipo : chr [1:264] "Cajasol Juvasa" "Cajasol Juvasa" "Cajasol Juvasa" "Cajasol Juvasa" ...  
## $ Sets jugados : num [1:264] 5 4 5 4 3 3 5 5 3 4 ...  
## $ Tot : num [1:264] 71 68 79 58 27 64 64 75 42 59 ...  
## $ BP : num [1:264] 27 29 37 22 11 40 25 33 10 25 ...  
## $ G : num [1:264] 44 39 42 36 16 24 39 42 32 34 ...  
## $ G-P : num [1:264] 30 40 39 20 -10 37 7 23 11 10 ...  
## $ Saque-Tot : num [1:264] 107 95 102 89 42 74 81 100 50 82 ...  
## $ Saque-Pts : num [1:264] 6 3 7 6 2 12 8 4 2 7 ...  
## $ Saque-Err : num [1:264] 13 9 11 11 3 9 7 14 7 14 ...  
## $ Saque-Pts por set : num [1:264] 1.2 0.8 1.4 1.5 0.7 4 1.6 0.8 0.7 1.8 ...  
## $ Saque-Efic : num [1:264] -0.07 -0.06 -0.04 -0.06 -0.02 0.04 0.01 -0.1 -0.1 -0.09 ...  
## $ Recep-Tot : num [1:264] 100 80 91 89 67 49 104 89 74 84 ...  
## $ Recep-Err : num [1:264] 9 3 2 6 13 1 13 6 6 10 ...  
## $ Recep-Neg : num [1:264] 17 34 13 29 12 13 47 24 36 10 ...  
## $ Recep-Exc : num [1:264] 61 32 61 23 14 20 24 45 16 53 ...  
## $ Recep-ExcPorc : num [1:264] 0.61 0.4 0.67 0.26 0.21 0.41 0.23 0.51 0.22 0.63 ...  
## $ Recep-Efic : num [1:264] 0.52 0.36 0.65 0.19 0.01 0.39 0.11 0.44 0.14 0.51 ...  
## $ Ataque-Tot : num [1:264] 182 134 155 136 98 98 147 169 106 137 ...  
## $ Ataque-Err : num [1:264] 10 8 19 8 19 7 20 15 10 14 ...  
## $ Ataque-Blo : num [1:264] 9 8 8 13 2 10 17 17 8 11 ...  
## $ Ataque-Exc : num [1:264] 54 53 58 43 24 47 44 57 35 43 ...  
## $ Ataque-ExcPorc : num [1:264] 0.3 0.4 0.37 0.32 0.24 0.48 0.3 0.34 0.33 0.31 ...  
## $ Ataque-Efic : num [1:264] 0.19 0.28 0.2 0.16 0.03 0.31 0.05 0.15 0.16 0.13 ...  
## $ Bloqueo-Red : num [1:264] 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bloqueo-Pts : num [1:264] 11 12 14 9 1 5 12 14 5 9 ...  
## $ Bloqueo-Puntos por set: num [1:264] 2.2 3 2.8 2.3 0.3 1.7 2.4 2.8 1.7 2.3 ...  
## $ Ganado/Perdido : Factor w/ 2 levels "0","1": 1 2 1 1 1 2 1 1 1 1 ...

dim(partidos2021)

## [1] 264 27

summary(partidos2021)

## Equipo Sets jugados Tot BP   
## Length:264 Min. :3.000 Min. :24.00 Min. : 5.00   
## Class :character 1st Qu.:3.000 1st Qu.:52.00 1st Qu.:19.00   
## Mode :character Median :4.000 Median :60.00 Median :26.00   
## Mean :3.818 Mean :60.41 Mean :24.85   
## 3rd Qu.:4.250 3rd Qu.:73.00 3rd Qu.:31.00   
## Max. :5.000 Max. :92.00 Max. :44.00   
## G G-P Saque-Tot Saque-Pts   
## Min. :16.00 Min. :-10.00 Min. : 42.00 Min. : 0.00   
## 1st Qu.:28.00 1st Qu.: 17.00 1st Qu.: 73.00 1st Qu.: 3.00   
## Median :35.00 Median : 30.00 Median : 82.00 Median : 4.00   
## Mean :35.55 Mean : 26.35 Mean : 83.02 Mean : 4.75   
## 3rd Qu.:42.00 3rd Qu.: 37.00 3rd Qu.: 98.00 3rd Qu.: 6.00   
## Max. :63.00 Max. : 57.00 Max. :117.00 Max. :13.00   
## Saque-Err Saque-Pts por set Saque-Efic Recep-Tot   
## Min. : 0.000 Min. :0.00 Min. :-0.170 Min. : 37.00   
## 1st Qu.: 6.000 1st Qu.:0.80 1st Qu.:-0.090 1st Qu.: 62.75   
## Median : 8.000 Median :1.10 Median :-0.045 Median : 73.50   
## Mean : 8.746 Mean :1.27 Mean :-0.050 Mean : 74.24   
## 3rd Qu.:11.000 3rd Qu.:1.70 3rd Qu.:-0.020 3rd Qu.: 88.25   
## Max. :20.000 Max. :4.30 Max. : 0.100 Max. :108.00   
## Recep-Err Recep-Neg Recep-Exc Recep-ExcPorc   
## Min. : 0.000 Min. : 3.00 Min. : 5.00 Min. :0.0800   
## 1st Qu.: 3.000 1st Qu.:15.00 1st Qu.:20.00 1st Qu.:0.3000   
## Median : 4.000 Median :21.00 Median :26.00 Median :0.3650   
## Mean : 4.742 Mean :21.28 Mean :28.45 Mean :0.3849   
## 3rd Qu.: 6.000 3rd Qu.:27.00 3rd Qu.:34.00 3rd Qu.:0.4700   
## Max. :13.000 Max. :47.00 Max. :63.00 Max. :0.7100   
## Recep-Efic Ataque-Tot Ataque-Err Ataque-Blo   
## Min. :0.000 Min. : 73.0 Min. : 1.00 Min. : 1.000   
## 1st Qu.:0.240 1st Qu.:104.0 1st Qu.: 8.00 1st Qu.: 6.750   
## Median :0.305 Median :126.5 Median :11.00 Median : 9.000   
## Mean :0.321 Mean :130.0 Mean :11.44 Mean : 9.129   
## 3rd Qu.:0.400 3rd Qu.:155.0 3rd Qu.:15.00 3rd Qu.:11.000   
## Max. :0.670 Max. :214.0 Max. :24.00 Max. :26.000   
## Ataque-Exc Ataque-ExcPorc Ataque-Efic Bloqueo-Red   
## Min. :22.00 Min. :0.2200 Min. :0.0000 Min. :0.00000   
## 1st Qu.:38.00 1st Qu.:0.3200 1st Qu.:0.1500 1st Qu.:0.00000   
## Median :45.00 Median :0.3600 Median :0.2000 Median :0.00000   
## Mean :46.53 Mean :0.3617 Mean :0.2029 Mean :0.02652   
## 3rd Qu.:56.00 3rd Qu.:0.4000 3rd Qu.:0.2525 3rd Qu.:0.00000   
## Max. :74.00 Max. :0.5500 Max. :0.4300 Max. :2.00000   
## Bloqueo-Pts Bloqueo-Puntos por set Ganado/Perdido  
## Min. : 1.000 Min. :0.30 0:133   
## 1st Qu.: 6.750 1st Qu.:1.80 1:131   
## Median : 9.000 Median :2.30   
## Mean : 9.133 Mean :2.42   
## 3rd Qu.:11.000 3rd Qu.:3.00   
## Max. :26.000 Max. :5.70

## Estudio de las variables

Finalmente, tenemos una base de datos con las estadísticas correspondientes a los partidos de la fase regular en los que participaron los 12 equipos de la liga. Está compuesta por 264 registros con 27 variables. Las variables con las que se ha trabajado en este estudio son las siguientes:

* Variables cuantitativas discretas
  + Sets jugados
  + Tot (puntos totales ganados en el partido)
  + BP
  + G
  + G-P
  + Saque-Tot
  + Saque-Pts
  + Saque-Err
  + Recep-Tot
  + Recep-Err
  + Recep-Neg
  + Recep-Exc
  + Ataque-Tot
  + Ataque-Err
  + Ataque-Blo
  + Ataque-Exc
  + Bloqueo-Red
  + Bloqueo-Pts
* Variables cuantitativas continuas
  + Saque-Pts por set
  + Saque-Efic
  + Recep-Exc%: porcentaje de recepciones perfectas con respecto al total.
  + Recep-Efic: diferencia entre el número de recepciones perfectas y el número de recepciones falladas con respecto al total de recepciones en porcentaje.
  + Ataque-Exc%: porcentaje de ataques perfectos.
  + Ataque-Efic: diferencia entre el número de ataques perfectos y el número de ataques fallados y bloqueados con respecto al total de recepciones en porcentaje.
  + Bloqueo-Pts por set
* Variables cualitativas discretas
  + Equipo
  + Ganado/Perdido

# VARIABLES SELECCIONADAS

dat = partidos2021[,c(1:2,4:5,7:9,12:15,18:21,24:25,27)]  
str(dat)

## tibble [264 x 18] (S3: tbl\_df/tbl/data.frame)  
## $ Equipo : chr [1:264] "Cajasol Juvasa" "Cajasol Juvasa" "Cajasol Juvasa" "Cajasol Juvasa" ...  
## $ Sets jugados : num [1:264] 5 4 5 4 3 3 5 5 3 4 ...  
## $ BP : num [1:264] 27 29 37 22 11 40 25 33 10 25 ...  
## $ G : num [1:264] 44 39 42 36 16 24 39 42 32 34 ...  
## $ Saque-Tot : num [1:264] 107 95 102 89 42 74 81 100 50 82 ...  
## $ Saque-Pts : num [1:264] 6 3 7 6 2 12 8 4 2 7 ...  
## $ Saque-Err : num [1:264] 13 9 11 11 3 9 7 14 7 14 ...  
## $ Recep-Tot : num [1:264] 100 80 91 89 67 49 104 89 74 84 ...  
## $ Recep-Err : num [1:264] 9 3 2 6 13 1 13 6 6 10 ...  
## $ Recep-Neg : num [1:264] 17 34 13 29 12 13 47 24 36 10 ...  
## $ Recep-Exc : num [1:264] 61 32 61 23 14 20 24 45 16 53 ...  
## $ Ataque-Tot : num [1:264] 182 134 155 136 98 98 147 169 106 137 ...  
## $ Ataque-Err : num [1:264] 10 8 19 8 19 7 20 15 10 14 ...  
## $ Ataque-Blo : num [1:264] 9 8 8 13 2 10 17 17 8 11 ...  
## $ Ataque-Exc : num [1:264] 54 53 58 43 24 47 44 57 35 43 ...  
## $ Bloqueo-Red : num [1:264] 0 0 0 0 0 0 0 0 0 0 ...  
## $ Bloqueo-Pts : num [1:264] 11 12 14 9 1 5 12 14 5 9 ...  
## $ Ganado/Perdido: Factor w/ 2 levels "0","1": 1 2 1 1 1 2 1 1 1 1 ...

### Gráficos y análisis de las variables

#### Boxplot

library(ggplot2)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v tibble 3.1.5 v purrr 0.3.4  
## v tidyr 1.1.4 v stringr 1.4.0  
## v readr 2.0.2 v forcats 0.5.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

# CAMBIAMOS A FORMATO LARGO PARA HACER BOXPLOT DE LAS VARIABLES  
partidos\_boxplot1 = dat[,c(2:9)] %>%   
 pivot\_longer(names\_to = "Variables",  
 values\_to = "Valores", cols=everything())  
head(partidos\_boxplot1)

## # A tibble: 6 x 2  
## Variables Valores  
## <chr> <dbl>  
## 1 Sets jugados 5  
## 2 BP 27  
## 3 G 44  
## 4 Saque-Tot 107  
## 5 Saque-Pts 6  
## 6 Saque-Err 13

partidos\_boxplot2 = dat[,c(10:17)] %>%   
 pivot\_longer(names\_to = "Variables",  
 values\_to = "Valores", cols=everything())  
head(partidos\_boxplot2)

## # A tibble: 6 x 2  
## Variables Valores  
## <chr> <dbl>  
## 1 Recep-Neg 17  
## 2 Recep-Exc 61  
## 3 Ataque-Tot 182  
## 4 Ataque-Err 10  
## 5 Ataque-Blo 9  
## 6 Ataque-Exc 54

partidos\_boxplot1 %>%   
 ggplot(aes(x=`Variables` , y=Valores)) +  
 geom\_boxplot() +  
 labs(   
 title="Boxplot de 8 variables",  
 x="Categorias",  
 y="Valores")
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Variables cuantitativas continuas

partidos\_boxplot2 %>%   
 ggplot(aes(x=Variables , y=Valores)) +  
 geom\_boxplot() +  
 labs(   
 title="Boxplot de 8 variables siguientes",  
 x="Categorias",  
 y="Valores")
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Para ambos análisis podemos encontrar variables que presentan valores ‘outliers’, los cuales podrían afectar a nuestro estudio.

#### Matriz varianzas y correlaciones

Analizamos ahora la matriz de varianzas/covarianzas y la matriz de correlaciones para ver qué variables pueden verse afectadas por los valores de otras.

var(dat[,c(2:17)])

## Sets jugados BP G Saque-Tot Saque-Pts  
## Sets jugados 0.65122710 3.27341860 6.1161424 12.9989630 0.54372624  
## BP 3.27341860 65.66250432 30.3709817 113.1505358 14.01615970  
## G 6.11614241 30.37098168 86.1188501 141.4022353 3.84220532  
## Saque-Tot 12.99896301 113.15053578 141.4022353 340.5549026 20.19011407  
## Saque-Pts 0.54372624 14.01615970 3.8422053 20.1901141 7.56463878  
## Saque-Err 1.31489803 6.62016073 15.3386047 27.6122249 1.52186312  
## Recep-Tot 11.70203941 18.57587280 126.4775896 200.7567692 0.01520913  
## Recep-Err 0.55375043 -3.12184583 2.0745478 1.3879479 -0.78707224  
## Recep-Neg 2.94400277 -5.28218977 27.2267254 35.2581519 -1.63403042  
## Recep-Exc 5.59557553 27.10106291 61.1604159 115.5026501 5.21958175  
## Ataque-Tot 20.90183201 105.16786208 234.6176691 445.3877751 10.97433460  
## Ataque-Err 1.74179053 1.55565157 17.5773707 25.3773476 -0.78326996  
## Ataque-Blo 1.23263049 0.46776702 12.1718516 17.9067865 -0.02091255  
## Ataque-Exc 7.60559972 65.05526270 98.2742539 196.9273534 8.50855513  
## Bloqueo-Red -0.01797442 -0.09112513 -0.2352518 -0.3578177 -0.01235741  
## Bloqueo-Pts 1.23712409 16.95502074 14.3446538 37.4048277 1.78231939  
## Saque-Err Recep-Tot Recep-Err Recep-Neg Recep-Exc  
## Sets jugados 1.31489803 11.70203941 0.55375043 2.9440028 5.5955755  
## BP 6.62016073 18.57587280 -3.12184583 -5.2821898 27.1010629  
## G 15.33860468 126.47758958 2.07454776 27.2267254 61.1604159  
## Saque-Tot 27.61222491 200.75676921 1.38794792 35.2581519 115.5026501  
## Saque-Pts 1.52186312 0.01520913 -0.78707224 -1.6340304 5.2195817  
## Saque-Err 13.41443427 25.17962899 1.21955294 6.8955381 13.1642614  
## Recep-Tot 25.17962899 299.49994239 18.89918193 88.2026731 113.3808042  
## Recep-Err 1.21955294 18.89918193 7.59880171 7.2273879 4.4131236  
## Recep-Neg 6.89553808 88.20267312 7.22738795 68.9460623 1.7380027  
## Recep-Exc 13.16426144 113.38080424 4.41312363 1.7380027 127.6553606  
## Ataque-Tot 34.24811326 448.86599839 10.58272842 93.2955266 214.6674876  
## Ataque-Err 1.18418021 49.39877866 1.52045166 13.6575066 15.9456735  
## Ataque-Blo 2.15448208 35.28424934 1.79755732 12.0859258 12.8732861  
## Ataque-Exc 18.32424530 129.11141837 -0.30112916 19.6409293 73.6438962  
## Bloqueo-Red -0.08069766 -0.59200369 -0.05778315 -0.1556487 -0.3427958  
## Bloqueo-Pts 2.10981968 15.82705381 0.02287130 3.9061672 9.3734733  
## Ataque-Tot Ataque-Err Ataque-Blo Ataque-Exc Bloqueo-Red  
## Sets jugados 20.9018320 1.7417905 1.23263049 7.6055997 -0.01797442  
## BP 105.1678621 1.5556516 0.46776702 65.0552627 -0.09112513  
## G 234.6176691 17.5773707 12.17185160 98.2742539 -0.23525176  
## Saque-Tot 445.3877751 25.3773476 17.90678650 196.9273534 -0.35781772  
## Saque-Pts 10.9743346 -0.7832700 -0.02091255 8.5085551 -0.01235741  
## Saque-Err 34.2481133 1.1841802 2.15448208 18.3242453 -0.08069766  
## Recep-Tot 448.8659984 49.3987787 35.28424934 129.1114184 -0.59200369  
## Recep-Err 10.5827284 1.5204517 1.79755732 -0.3011292 -0.05778315  
## Recep-Neg 93.2955266 13.6575066 12.08592580 19.6409293 -0.15564869  
## Recep-Exc 214.6674876 15.9456735 12.87328609 73.6438962 -0.34279583  
## Ataque-Tot 974.1939019 87.8348312 52.72194377 293.1919144 -0.78337078  
## Ataque-Err 87.8348312 20.5514460 4.64281599 18.8590275 -0.10675193  
## Ataque-Blo 52.7219438 4.6428160 13.75521373 12.1448612 -0.03764835  
## Ataque-Exc 293.1919144 18.8590275 12.14486116 138.9650737 -0.28397569  
## Bloqueo-Red -0.7833708 -0.1067519 -0.03764835 -0.2839757 0.04111937  
## Bloqueo-Pts 35.4747811 1.0517917 0.49997119 15.8120607 -0.03014460  
## Bloqueo-Pts  
## Sets jugados 1.2371241  
## BP 16.9550207  
## G 14.3446538  
## Saque-Tot 37.4048277  
## Saque-Pts 1.7823194  
## Saque-Err 2.1098197  
## Recep-Tot 15.8270538  
## Recep-Err 0.0228713  
## Recep-Neg 3.9061672  
## Recep-Exc 9.3734733  
## Ataque-Tot 35.4747811  
## Ataque-Err 1.0517917  
## Ataque-Blo 0.4999712  
## Ataque-Exc 15.8120607  
## Bloqueo-Red -0.0301446  
## Bloqueo-Pts 13.7199994

cor = cor(dat[,2:17])  
round(cor,3)

## Sets jugados BP G Saque-Tot Saque-Pts Saque-Err Recep-Tot  
## Sets jugados 1.000 0.501 0.817 0.873 0.245 0.445 0.838  
## BP 0.501 1.000 0.404 0.757 0.629 0.223 0.132  
## G 0.817 0.404 1.000 0.826 0.151 0.451 0.788  
## Saque-Tot 0.873 0.757 0.826 1.000 0.398 0.409 0.629  
## Saque-Pts 0.245 0.629 0.151 0.398 1.000 0.151 0.000  
## Saque-Err 0.445 0.223 0.451 0.409 0.151 1.000 0.397  
## Recep-Tot 0.838 0.132 0.788 0.629 0.000 0.397 1.000  
## Recep-Err 0.249 -0.140 0.081 0.027 -0.104 0.121 0.396  
## Recep-Neg 0.439 -0.079 0.353 0.230 -0.072 0.227 0.614  
## Recep-Exc 0.614 0.296 0.583 0.554 0.168 0.318 0.580  
## Ataque-Tot 0.830 0.416 0.810 0.773 0.128 0.300 0.831  
## Ataque-Err 0.476 0.042 0.418 0.303 -0.063 0.071 0.630  
## Ataque-Blo 0.412 0.016 0.354 0.262 -0.002 0.159 0.550  
## Ataque-Exc 0.799 0.681 0.898 0.905 0.262 0.424 0.633  
## Bloqueo-Red -0.110 -0.055 -0.125 -0.096 -0.022 -0.109 -0.169  
## Bloqueo-Pts 0.414 0.565 0.417 0.547 0.175 0.156 0.247  
## Recep-Err Recep-Neg Recep-Exc Ataque-Tot Ataque-Err Ataque-Blo  
## Sets jugados 0.249 0.439 0.614 0.830 0.476 0.412  
## BP -0.140 -0.079 0.296 0.416 0.042 0.016  
## G 0.081 0.353 0.583 0.810 0.418 0.354  
## Saque-Tot 0.027 0.230 0.554 0.773 0.303 0.262  
## Saque-Pts -0.104 -0.072 0.168 0.128 -0.063 -0.002  
## Saque-Err 0.121 0.227 0.318 0.300 0.071 0.159  
## Recep-Tot 0.396 0.614 0.580 0.831 0.630 0.550  
## Recep-Err 1.000 0.316 0.142 0.123 0.122 0.176  
## Recep-Neg 0.316 1.000 0.019 0.360 0.363 0.392  
## Recep-Exc 0.142 0.019 1.000 0.609 0.311 0.307  
## Ataque-Tot 0.123 0.360 0.609 1.000 0.621 0.455  
## Ataque-Err 0.122 0.363 0.311 0.621 1.000 0.276  
## Ataque-Blo 0.176 0.392 0.307 0.455 0.276 1.000  
## Ataque-Exc -0.009 0.201 0.553 0.797 0.353 0.278  
## Bloqueo-Red -0.103 -0.092 -0.150 -0.124 -0.116 -0.050  
## Bloqueo-Pts 0.002 0.127 0.224 0.307 0.063 0.036  
## Ataque-Exc Bloqueo-Red Bloqueo-Pts  
## Sets jugados 0.799 -0.110 0.414  
## BP 0.681 -0.055 0.565  
## G 0.898 -0.125 0.417  
## Saque-Tot 0.905 -0.096 0.547  
## Saque-Pts 0.262 -0.022 0.175  
## Saque-Err 0.424 -0.109 0.156  
## Recep-Tot 0.633 -0.169 0.247  
## Recep-Err -0.009 -0.103 0.002  
## Recep-Neg 0.201 -0.092 0.127  
## Recep-Exc 0.553 -0.150 0.224  
## Ataque-Tot 0.797 -0.124 0.307  
## Ataque-Err 0.353 -0.116 0.063  
## Ataque-Blo 0.278 -0.050 0.036  
## Ataque-Exc 1.000 -0.119 0.362  
## Bloqueo-Red -0.119 1.000 -0.040  
## Bloqueo-Pts 0.362 -0.040 1.000

Para ver si hay variables explicativas que se encuentren muy correlacionadas realizamos el determinante de la matriz de correlaciones

det(cor)

## [1] 1.083172e-10

Tiene un valor muy próximo a cero luego eso significa que hay variables en las que existe una alta correlación entre ellas.

heatmap(cor)
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# variables mas correlacionadas  
variables = colnames(dat[,2:17])  
correlacionMax=0.85  
corAltas = matrix (ncol = 3)  
for (i in 1:dim(cor)[1]){  
 for (j in 1:dim(cor)[2]){  
 if (abs(cor[i,j])>correlacionMax && cor[i,j]<1){  
 corAltas = rbind(corAltas, c(variables[i],variables[j],cor[i,j]))  
 }  
 }  
}  
corAltas[-1,]

## [,1] [,2] [,3]   
## [1,] "Sets jugados" "Saque-Tot" "0.872868673394135"  
## [2,] "G" "Ataque-Exc" "0.898333950757833"  
## [3,] "Saque-Tot" "Sets jugados" "0.872868673394135"  
## [4,] "Saque-Tot" "Ataque-Exc" "0.905231472292508"  
## [5,] "Ataque-Exc" "G" "0.898333950757833"  
## [6,] "Ataque-Exc" "Saque-Tot" "0.905231472292508"

Esto puede indicar que existe un problema de multicolinealidad, en el que hay variables que me aportan información similar, luego esto puede dar lugar a interpretaciones erróneas. Para ello puede ser de gran ayuda un análisis de componentes principales.

### Análisis de componentes principales

*Objetivo central del Análisis de Comp. Principales (ACP): reducir la dimensión de un conjunto de datos, descritos por un número elevado de variables aleatorias interrelacionadas entre sí, reteniendo tanto como sea posible la variación que presenta dicho conjunto de datos. Se trata de explicar la estructura de varianzas y covarianzas del conjunto de variables a través de otro conjunto de variables, con un cardinal considerablemente menor que el primero. Así se podrá reducir dimensión, además de interpretar los datos*

Su construcción no requiere supuesto de normalidad. No obstante, en poblaciones normales se pueden realizar tests de hipótesis y proporcionan interpretaciones útiles de los elipsoides de densidad constante.

acp = princomp(dat[,2:17], cor=TRUE) #cor=TRUE variables tipificadas ya que las escalas son muy distintas  
summary(acp)

## Importance of components:  
## Comp.1 Comp.2 Comp.3 Comp.4 Comp.5  
## Standard deviation 2.6325235 1.5296310 1.03395744 1.0001184 0.95042164  
## Proportion of Variance 0.4331362 0.1462357 0.06681675 0.0625148 0.05645633  
## Cumulative Proportion 0.4331362 0.5793719 0.64618867 0.7087035 0.76515980  
## Comp.6 Comp.7 Comp.8 Comp.9 Comp.10  
## Standard deviation 0.91695835 0.88924679 0.82810584 0.69344003 0.61037887  
## Proportion of Variance 0.05255079 0.04942249 0.04285995 0.03005369 0.02328515  
## Cumulative Proportion 0.81771059 0.86713308 0.90999304 0.94004673 0.96333188  
## Comp.11 Comp.12 Comp.13 Comp.14  
## Standard deviation 0.47510744 0.394715182 0.350767015 0.208918561  
## Proportion of Variance 0.01410794 0.009737505 0.007689844 0.002727935  
## Cumulative Proportion 0.97743982 0.987177325 0.994867168 0.997595104  
## Comp.15 Comp.16  
## Standard deviation 0.196129265 3.413810e-03  
## Proportion of Variance 0.002404168 7.283811e-07  
## Cumulative Proportion 0.999999272 1.000000e+00

# grafico de sedimentacion  
plot(acp, col="blue", main = "Componentes principales")  
abline(h=mean(eigen(cor)$values), lwd=2,lty=2, col="red")

![](data:image/png;base64,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)

resumen<- matrix(NA,nrow=length(acp$sdev),ncol=3)  
resumen[,1]<- acp$sdev^2 # eigen(cor)$values  
resumen[,2]<- 100\*resumen[,1]/sum(resumen[,1])  
resumen[,3]<- cumsum(resumen[,2])  
colnames(resumen)<- c("Autovalor","Porcentaje",  
 "Porcentaje acumulado")  
resumen

## Autovalor Porcentaje Porcentaje acumulado  
## [1,] 6.9301797922 4.331362e+01 43.31362  
## [2,] 2.3397708855 1.462357e+01 57.93719  
## [3,] 1.0690679921 6.681675e+00 64.61887  
## [4,] 1.0002368635 6.251480e+00 70.87035  
## [5,] 0.9033013024 5.645633e+00 76.51598  
## [6,] 0.8408126202 5.255079e+00 81.77106  
## [7,] 0.7907598585 4.942249e+00 86.71331  
## [8,] 0.6857592794 4.285995e+00 90.99930  
## [9,] 0.4808590780 3.005369e+00 94.00467  
## [10,] 0.3725623668 2.328515e+00 96.33319  
## [11,] 0.2257270795 1.410794e+00 97.74398  
## [12,] 0.1558000753 9.737505e-01 98.71773  
## [13,] 0.1230374989 7.689844e-01 99.48672  
## [14,] 0.0436469651 2.727935e-01 99.75951  
## [15,] 0.0384666884 2.404168e-01 99.99993  
## [16,] 0.0000116541 7.283811e-05 100.00000

Hasta la 8 tenemos un 90% de la variabilidad explicada

Contraste de hipótesis para seleccionar el número de componentes principales (bajo hipótesis de normalidad multivariante)

apply(dat[,2:17],2 ,shapiro.test)

## $`Sets jugados`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.7787, p-value < 2.2e-16  
##   
##   
## $BP  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.97866, p-value = 0.0005389  
##   
##   
## $G  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.98416, p-value = 0.005022  
##   
##   
## $`Saque-Tot`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.9659, p-value = 6.425e-06  
##   
##   
## $`Saque-Pts`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.93232, p-value = 1.249e-09  
##   
##   
## $`Saque-Err`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.98398, p-value = 0.004654  
##   
##   
## $`Recep-Tot`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.97564, p-value = 0.0001732  
##   
##   
## $`Recep-Err`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.93206, p-value = 1.182e-09  
##   
##   
## $`Recep-Neg`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.98518, p-value = 0.00778  
##   
##   
## $`Recep-Exc`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.94851, p-value = 5.077e-08  
##   
##   
## $`Ataque-Tot`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.97049, p-value = 2.841e-05  
##   
##   
## $`Ataque-Err`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.98592, p-value = 0.01075  
##   
##   
## $`Ataque-Blo`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.97006, p-value = 2.464e-05  
##   
##   
## $`Ataque-Exc`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.98453, p-value = 0.005889  
##   
##   
## $`Bloqueo-Red`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.11135, p-value < 2.2e-16  
##   
##   
## $`Bloqueo-Pts`  
##   
## Shapiro-Wilk normality test  
##   
## data: newX[, i]  
## W = 0.96992, p-value = 2.354e-05

Se rechaza normalidad univariante para todas las variables a un nivel de signficación del 5%. No tenemos normalidad multivariante

Coeficientes y correlaciones de las C.P

loadings(acp)[,1:8] #Coeficientes que definen cada combinación lineal, si cogemos las 8 c.p

## Comp.1 Comp.2 Comp.3 Comp.4 Comp.5  
## Sets jugados 0.35781958 0.0247369437 0.034840461 0.07177652 0.018170065  
## BP 0.21421512 -0.4765563581 0.076818148 0.08394368 -0.151123705  
## G 0.34453052 -0.0005926649 -0.087737508 -0.02447836 0.056579520  
## Saque-Tot 0.34478616 -0.2164500054 -0.004377820 0.05795316 -0.032871041  
## Saque-Pts 0.10379912 -0.3984568970 0.221263612 0.06146848 0.077725009  
## Saque-Err 0.18537738 -0.0158311618 0.412740806 -0.03760540 0.534005925  
## Recep-Tot 0.32770118 0.2948363235 0.007947023 0.02112818 0.002271121  
## Recep-Err 0.07201352 0.3236687320 0.545940490 0.12935654 0.013087615  
## Recep-Neg 0.16293861 0.3601411066 0.228859954 0.39126206 -0.242951641  
## Recep-Exc 0.25568815 -0.0085143502 -0.085810435 -0.35417889 0.305910894  
## Ataque-Tot 0.34275147 0.0794798972 -0.237868359 -0.06695848 -0.044309767  
## Ataque-Err 0.20030884 0.2712809354 -0.372713606 -0.12289449 -0.296596569  
## Ataque-Blo 0.17576997 0.2714357567 -0.072106518 0.12526185 0.185732313  
## Ataque-Exc 0.33813769 -0.1566606892 -0.115681293 -0.07143941 0.069016678  
## Bloqueo-Red -0.06534606 -0.0645296181 -0.413419584 0.74182263 0.425663746  
## Bloqueo-Pts 0.17820019 -0.2503082318 0.151680536 0.30374603 -0.467097961  
## Comp.6 Comp.7 Comp.8  
## Sets jugados 0.003210962 0.0652417368 0.065064939  
## BP 0.153615920 0.0399770872 0.015937915  
## G -0.210359171 -0.0905725043 -0.018092819  
## Saque-Tot -0.044097856 0.0054324414 0.004236951  
## Saque-Pts 0.673323852 -0.0313516262 0.243072360  
## Saque-Err -0.307952174 -0.3999709062 0.161850510  
## Recep-Tot 0.003902568 0.0365828347 0.039642149  
## Recep-Err 0.053163849 0.6310163839 0.166304047  
## Recep-Neg 0.097131650 -0.3967403480 0.094801143  
## Recep-Exc -0.016583591 0.4164024048 -0.170246157  
## Ataque-Tot 0.038383931 0.0394644389 0.042101298  
## Ataque-Err 0.134884506 -0.0000447264 0.450644191  
## Ataque-Blo 0.449100510 -0.1239409910 -0.698281687  
## Ataque-Exc -0.103236057 -0.0834106959 0.049443319  
## Bloqueo-Red -0.072203216 0.2207051232 0.161583594  
## Bloqueo-Pts -0.363615285 0.1484993346 -0.348832349

#para calcular las correlaciones entre las   
#variables y las componentes  
cor\_vc<-loadings(acp)%\*%diag(acp$sdev) #coeficientes\*desvtipica  
cor\_vc[,1:8] # par las 8 comp. principales

## [,1] [,2] [,3] [,4] [,5]  
## Sets jugados 0.9419684 0.0378383950 0.036023554 0.07178502 0.017269223  
## BP 0.5639263 -0.7289553614 0.079426696 0.08395362 -0.143631240  
## G 0.9069847 -0.0009065586 -0.090716850 -0.02448126 0.053774400  
## Saque-Tot 0.9076576 -0.3310886303 -0.004526480 0.05796002 -0.031241349  
## Saque-Pts 0.2732536 -0.6094920075 0.228777159 0.06147576 0.073871531  
## Saque-Err 0.4880103 -0.0242158352 0.426756428 -0.03760986 0.507530789  
## Recep-Tot 0.8626810 0.4509907697 0.008216884 0.02113068 0.002158523  
## Recep-Err 0.1895773 0.4950937145 0.564479232 0.12937186 0.012438752  
## Recep-Neg 0.4289397 0.5508829880 0.236631453 0.39130840 -0.230906498  
## Recep-Exc 0.6731051 -0.0130238136 -0.088724338 -0.35422084 0.290744335  
## Ataque-Tot 0.9023013 0.1215749118 -0.245945760 -0.06696641 -0.042112961  
## Ataque-Err 0.5273177 0.4149597187 -0.385370006 -0.12290904 -0.281891799  
## Ataque-Blo 0.4627186 0.4151965382 -0.074555071 0.12527668 0.176524010  
## Ataque-Exc 0.8901554 -0.2396330411 -0.119609534 -0.07144787 0.065594944  
## Bloqueo-Red -0.1720250 -0.0987065019 -0.427458255 0.74191048 0.404560037  
## Bloqueo-Pts 0.4691162 -0.3828792219 0.156831219 0.30378200 -0.443940012  
## [,6] [,7] [,8]  
## Sets jugados 0.002944318 0.0580160052 0.053880656  
## BP 0.140859401 0.0355494965 0.013198281  
## G -0.192890599 -0.0805413090 -0.014982769  
## Saque-Tot -0.040435897 0.0048307811 0.003508644  
## Saque-Pts 0.617409930 -0.0278793330 0.201289641  
## Saque-Err -0.282379318 -0.3556728455 0.134029352  
## Recep-Tot 0.003578492 0.0325311684 0.032827895  
## Recep-Err 0.048749035 0.5611292955 0.137717352  
## Recep-Neg 0.089065678 -0.3528000820 0.078505380  
## Recep-Exc -0.015206462 0.3702845030 -0.140981837  
## Ataque-Tot 0.035196466 0.0350936257 0.034864331  
## Ataque-Err 0.123683475 -0.0000397728 0.373181086  
## Ataque-Blo 0.411806464 -0.1102141287 -0.578251142  
## Ataque-Exc -0.094663165 -0.0741726939 0.040944301  
## Bloqueo-Red -0.066207342 0.1962613230 0.133808318  
## Bloqueo-Pts -0.333420073 0.1320525570 -0.288870104

#Para ayudar a interpretar las CP:  
plot(cor\_vc[,1:2],type="n",  
 main="Partidos 20/21",  
 xlab="C.P. 1",ylab="C.P.2")  
text(cor\_vc[,1:2],labels=rownames(cor\_vc),  
 col="red",cex=0.6)  
abline(h=0,v=0,lty=1,col="blue")  
abline(v=0.5,lty=2)  
abline(v=-0.5,lty=2)  
abline(h=-0.5,lty=2)
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#Para ayudar a interpretar las CP:  
plot(cor\_vc[,4:5],type="n",  
 main="Partidos 20/21",  
 xlab="C.P. 4",ylab="C.P.5")  
text(cor\_vc[,4:5],labels=rownames(cor\_vc),  
 col="red",cex=0.6)  
abline(h=0,v=0,lty=1,col="blue")  
abline(v=0.5,lty=2)  
abline(v=-0.5,lty=2)  
abline(h=-0.5,lty=2)
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#Para ayudar a interpretar las CP:  
plot(cor\_vc[,c(1,6)],type="n",  
 main="Partidos 20/21",  
 xlab="C.P. 1",ylab="C.P.6")  
text(cor\_vc[,c(1,6)],labels=rownames(cor\_vc),  
 col="red",cex=0.6)  
abline(h=0,v=0,lty=1,col="blue")  
abline(v=0.5,lty=2)  
abline(v=-0.5,lty=2)  
abline(h=-0.5,lty=2)
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No se pueden interpretar bien las componentes principales, luego no nos son útiles para el estudio.

## Modelos estadísticos (con las variables seleccionadas)

### Partición entrenamiento/test

n<- nrow(dat)  
indin<- 1:n  
nent<-ceiling(0.7\*n)  
ntest<- n-nent  
set.seed(2468)  
indient<- sort(sample(indin,nent))  
inditest<- setdiff(indin,indient)  
datent<- dat[indient,]  
dattest<- dat[inditest,]  
  
head(dattest,10)

## # A tibble: 10 x 18  
## Equipo `Sets jugados` BP G `Saque-Tot` `Saque-Pts` `Saque-Err`  
## <chr> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 Cajasol Juvasa 3 15 33 62 2 10  
## 2 AD Algar Surm~ 5 31 50 107 4 9  
## 3 AD Algar Surm~ 5 28 40 108 4 8  
## 4 AD Algar Surm~ 4 19 47 96 5 6  
## 5 AD Algar Surm~ 4 16 40 80 4 15  
## 6 AD Algar Surm~ 4 26 40 89 7 12  
## 7 AD Algar Surm~ 4 25 36 86 2 10  
## 8 AD Algar Surm~ 3 9 26 56 4 4  
## 9 Arenal Emevé 3 14 26 67 3 9  
## 10 Arenal Emevé 5 29 55 101 6 9  
## # ... with 11 more variables: Recep-Tot <dbl>, Recep-Err <dbl>,  
## # Recep-Neg <dbl>, Recep-Exc <dbl>, Ataque-Tot <dbl>, Ataque-Err <dbl>,  
## # Ataque-Blo <dbl>, Ataque-Exc <dbl>, Bloqueo-Red <dbl>, Bloqueo-Pts <dbl>,  
## # Ganado/Perdido <fct>

### Regla simple de Bayes

library(e1071)   
modeloNB<- naiveBayes(`Ganado/Perdido` ~ ., data = datent[,2:18])  
modeloNB # para cada variable, Media [,1] y s.d [,2] en cada categoria de la variable objetivo

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 0 1   
## 0.4972973 0.5027027   
##   
## Conditional probabilities:  
## Sets jugados  
## Y [,1] [,2]  
## 0 3.782609 0.7959525  
## 1 3.795699 0.8413129  
##   
## BP  
## Y [,1] [,2]  
## 0 19.45652 7.319120  
## 1 30.03226 5.057177  
##   
## G  
## Y [,1] [,2]  
## 0 34.11957 9.402878  
## 1 35.98925 9.313962  
##   
## Saque-Tot  
## Y [,1] [,2]  
## 0 75.55435 19.39489  
## 1 88.76344 15.00246  
##   
## Saque-Pts  
## Y [,1] [,2]  
## 0 3.782609 2.479924  
## 1 5.752688 2.958613  
##   
## Saque-Err  
## Y [,1] [,2]  
## 0 9.076087 3.641138  
## 1 8.752688 3.963573  
##   
## Recep-Tot  
## Y [,1] [,2]  
## 0 79.77174 13.63101  
## 1 66.79570 18.54639  
##   
## Recep-Err  
## Y [,1] [,2]  
## 0 5.619565 2.732959  
## 1 3.537634 2.139480  
##   
## Recep-Neg  
## Y [,1] [,2]  
## 0 23.90217 8.180733  
## 1 17.52688 7.033447  
##   
## Recep-Exc  
## Y [,1] [,2]  
## 0 29.67391 11.77174  
## 1 28.51613 11.87856  
##   
## Ataque-Tot  
## Y [,1] [,2]  
## 0 129.4348 29.67676  
## 1 127.2581 30.37659  
##   
## Ataque-Err  
## Y [,1] [,2]  
## 0 12.50000 4.351329  
## 1 10.04301 4.216721  
##   
## Ataque-Blo  
## Y [,1] [,2]  
## 0 10.217391 3.893715  
## 1 7.677419 3.284222  
##   
## Ataque-Exc  
## Y [,1] [,2]  
## 0 41.78261 11.99526  
## 1 50.22581 10.23541  
##   
## Bloqueo-Red  
## Y [,1] [,2]  
## 0 0.02173913 0.2085144  
## 1 0.02150538 0.1458479  
##   
## Bloqueo-Pts  
## Y [,1] [,2]  
## 0 8.01087 3.242894  
## 1 10.05376 3.981931

preditestNB<- predict(modeloNB,dattest)  
confutestNB<-table(dattest$`Ganado/Perdido`,preditestNB)  
confutestNB

## preditestNB  
## 0 1  
## 0 35 6  
## 1 6 32

AciertoNB=round(100\*mean(dattest$`Ganado/Perdido`==preditestNB),2)  
SensEspecNB=round(100\*diag(prop.table(confutestNB,1)),2)  
c(AciertoNB,SensEspecNB)

## 0 1   
## 84.81 85.37 84.21

library(ROCR)  
probabi1<- predict(modeloNB,dattest,  
 type="raw")[,1] #Prob. ganar partido  
prediobj<-prediction(probabi1,dattest$`Ganado/Perdido`)  
plot(performance(prediobj, "tpr","fpr"),  
 main="CoR TEST. Naive Bayes, SPAM",  
 xlab="Tasa de falsos positivos", ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucNB<- as.numeric(performance(prediobj,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucNB,3)))
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Guardamos resultados

Resul=c(Acierto=AciertoNB,AUC=aucNB,SensEspecNB)  
Resul

## Acierto AUC 0 1   
## 84.810000 0.105905 85.370000 84.210000

#### Otra libreria

detach("package:e1071")  
library(naivebayes)

## naivebayes 0.9.7 loaded

modeloNB2<- naive\_bayes(`Ganado/Perdido` ~ ., data = datent[,2:18],  
 usekernel=TRUE,kernel ="epanechnikov",bw="nrd0",  
 usepoisson=T)  
# podemos hacerlo por equipos  
# modeloNB2<- naive\_bayes(`Ganado/Perdido` ~ ., data = datent,  
# usekernel=TRUE,kernel ="epanechnikov",bw="nrd0",  
# usepoisson=T)  
  
#usekernel=TRUE permite estimar la funcion de densidad  
#mediante el metodo nucleo para variables numericas  
#utilizando la funcion density, por defecto nucleo gaussiano  
#y metodo nrd0 para estimar amplitud de ventana  
#usepoisson=TRUE permite estimar la funcion de probabilidad  
#mediante el ajuste de una ley Poisson para variables "integer"  
#por defecto estimadores maxima verosimilitud ver help(naive\_bayes)  
#y el documento intro\_naivebayes.pdf  
  
summary(modeloNB2)

##   
## ================================== Naive Bayes ==================================   
##   
## - Call: naive\_bayes.formula(formula = `Ganado/Perdido` ~ ., data = datent[, 2:18], usekernel = TRUE, usepoisson = T, kernel = "epanechnikov", bw = "nrd0")   
## - Laplace: 0   
## - Classes: 2   
## - Samples: 185   
## - Features: 16   
## - Conditional distributions:   
## - KDE: 16  
## - Prior probabilities:   
## - 0: 0.4973  
## - 1: 0.5027  
##   
## ---------------------------------------------------------------------------------

modeloNB2

##   
## ================================== Naive Bayes ==================================   
##   
## Call:   
## naive\_bayes.formula(formula = `Ganado/Perdido` ~ ., data = datent[,   
## 2:18], usekernel = TRUE, usepoisson = T, kernel = "epanechnikov",   
## bw = "nrd0")  
##   
## ---------------------------------------------------------------------------------   
##   
## Laplace smoothing: 0  
##   
## ---------------------------------------------------------------------------------   
##   
## A priori probabilities:   
##   
## 0 1   
## 0.4972973 0.5027027   
##   
## ---------------------------------------------------------------------------------   
##   
## Tables:   
##   
## ---------------------------------------------------------------------------------   
## ::: Sets jugados::0 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (92 obs.); Bandwidth 'bw' = 0.2719  
##   
## x y   
## Min. :2.184 Min. :0.0000   
## 1st Qu.:3.092 1st Qu.:0.1948   
## Median :4.000 Median :0.2773   
## Mean :4.000 Mean :0.2751   
## 3rd Qu.:4.908 3rd Qu.:0.3855   
## Max. :5.816 Max. :0.5497   
##   
## ---------------------------------------------------------------------------------   
## ::: Sets jugados::1 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (93 obs.); Bandwidth 'bw' = 0.3058  
##   
## x y   
## Min. :2.082 Min. :0.0000   
## 1st Qu.:3.041 1st Qu.:0.2148   
## Median :4.000 Median :0.2679   
## Mean :4.000 Mean :0.2605   
## 3rd Qu.:4.959 3rd Qu.:0.3382   
## Max. :5.918 Max. :0.5188   
##   
## ---------------------------------------------------------------------------------   
## ::: BP::0 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (92 obs.); Bandwidth 'bw' = 2.667  
##   
## x y   
## Min. :-3 Min. :0.000000   
## 1st Qu.: 9 1st Qu.:0.002517   
## Median :21 Median :0.017964   
## Mean :21 Mean :0.020811   
## 3rd Qu.:33 3rd Qu.:0.035631   
## Max. :45 Max. :0.052230   
##   
## ---------------------------------------------------------------------------------   
## ::: BP::1 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (93 obs.); Bandwidth 'bw' = 1.838  
##   
## x y   
## Min. :14.48 Min. :0.00000   
## 1st Qu.:23.24 1st Qu.:0.00289   
## Median :32.00 Median :0.02043   
## Mean :32.00 Mean :0.02852   
## 3rd Qu.:40.76 3rd Qu.:0.05481   
## Max. :49.52 Max. :0.07147   
##   
## ---------------------------------------------------------------------------------   
## ::: G::0 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (92 obs.); Bandwidth 'bw' = 3.426  
##   
## x y   
## Min. : 5.723 Min. :0.000000   
## 1st Qu.:21.111 1st Qu.:0.002274   
## Median :36.500 Median :0.013584   
## Mean :36.500 Mean :0.016228   
## 3rd Qu.:51.889 3rd Qu.:0.031266   
## Max. :67.277 Max. :0.035294   
##   
## ---------------------------------------------------------------------------------   
## ::: G::1 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (93 obs.); Bandwidth 'bw' = 3.386  
##   
## x y   
## Min. : 9.842 Min. :0.000000   
## 1st Qu.:24.921 1st Qu.:0.001848   
## Median :40.000 Median :0.015112   
## Mean :40.000 Mean :0.016564   
## 3rd Qu.:55.079 3rd Qu.:0.031518   
## Max. :70.158 Max. :0.037012   
##   
## ---------------------------------------------------------------------------------   
## ::: Saque-Tot::0 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (92 obs.); Bandwidth 'bw' = 7.066  
##   
## x y   
## Min. : 20.8 Min. :0.000000   
## 1st Qu.: 48.9 1st Qu.:0.001607   
## Median : 77.0 Median :0.010710   
## Mean : 77.0 Mean :0.008888   
## 3rd Qu.:105.1 3rd Qu.:0.014545   
## Max. :133.2 Max. :0.017599   
##   
## ---------------------------------------------------------------------------------   
## ::: Saque-Tot::1 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (93 obs.); Bandwidth 'bw' = 5.454  
##   
## x y   
## Min. : 56.64 Min. :0.000000   
## 1st Qu.: 75.32 1st Qu.:0.005492   
## Median : 94.00 Median :0.014447   
## Mean : 94.00 Mean :0.013370   
## 3rd Qu.:112.68 3rd Qu.:0.019303   
## Max. :131.36 Max. :0.028897   
##   
## ---------------------------------------------------------------------------------   
## ::: Saque-Pts::0 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (92 obs.); Bandwidth 'bw' = 0.8156  
##   
## x y   
## Min. :-2.447 Min. :0.000000   
## 1st Qu.: 2.027 1st Qu.:0.006214   
## Median : 6.500 Median :0.026357   
## Mean : 6.500 Mean :0.055830   
## 3rd Qu.:10.973 3rd Qu.:0.092736   
## Max. :15.447 Max. :0.193579   
##   
## ---------------------------------------------------------------------------------   
## ::: Saque-Pts::1 (KDE)  
## ---------------------------------------------------------------------------------   
##   
## Call:  
## density.default(x = x, bw = "nrd0", kernel = "epanechnikov", na.rm = TRUE)  
##   
## Data: x (93 obs.); Bandwidth 'bw' = 0.8139  
##   
## x y   
## Min. :-2.442 Min. :0.00000   
## 1st Qu.: 2.029 1st Qu.:0.01717   
## Median : 6.500 Median :0.03767   
## Mean : 6.500 Mean :0.05586   
## 3rd Qu.:10.971 3rd Qu.:0.09014   
## Max. :15.442 Max. :0.16595   
##   
## ---------------------------------------------------------------------------------  
##   
## # ... and 11 more tables  
##   
## ---------------------------------------------------------------------------------

#Evaluar el rendimiento  
preditestNB2<- predict(modeloNB2,dattest[,2:17])  
confutestNB2<-table(dattest$`Ganado/Perdido`,preditestNB2)  
confutestNB2

## preditestNB2  
## 0 1  
## 0 32 9  
## 1 6 32

AciertoNB2=round(100\*mean(dattest$`Ganado/Perdido`==preditestNB2),2)  
SensEspecNB2=round(100\*diag(prop.table(confutestNB2,1)),2)  
c(AciertoNB2, SensEspecNB2)

## 0 1   
## 81.01 78.05 84.21

probabi2<- predict(modeloNB2,dattest[,2:17],  
 type="prob")[,1] #Prob. ganado  
prediobj2<-prediction(probabi2,dattest$`Ganado/Perdido`)  
plot(performance(prediobj2, "tpr","fpr"),  
 main="CoR TEST. Naive Bayes (2), Ganar partido",  
 xlab="Tasa de falsos positivos", ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucNB2<- as.numeric(performance(prediobj2,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucNB2,3)))
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Resul=rbind(Resul,c(AciertoNB2,aucNB2,SensEspecNB2))  
rownames(Resul)=c("Gauss","Kernel(Poisson)")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.1059050 85.37 84.21  
## Kernel(Poisson) 81.01 0.0885751 78.05 84.21

### Análisis discriminante lineal

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

modeloLDA = lda(`Ganado/Perdido` ~. , datent[,2:18])  
modeloLDA

## Call:  
## lda(`Ganado/Perdido` ~ ., data = datent[, 2:18])  
##   
## Prior probabilities of groups:  
## 0 1   
## 0.4972973 0.5027027   
##   
## Group means:  
## `Sets jugados` BP G `Saque-Tot` `Saque-Pts` `Saque-Err`  
## 0 3.782609 19.45652 34.11957 75.55435 3.782609 9.076087  
## 1 3.795699 30.03226 35.98925 88.76344 5.752688 8.752688  
## `Recep-Tot` `Recep-Err` `Recep-Neg` `Recep-Exc` `Ataque-Tot` `Ataque-Err`  
## 0 79.77174 5.619565 23.90217 29.67391 129.4348 12.50000  
## 1 66.79570 3.537634 17.52688 28.51613 127.2581 10.04301  
## `Ataque-Blo` `Ataque-Exc` `Bloqueo-Red` `Bloqueo-Pts`  
## 0 10.217391 41.78261 0.02173913 8.01087  
## 1 7.677419 50.22581 0.02150538 10.05376  
##   
## Coefficients of linear discriminants:  
## LD1  
## `Sets jugados` -0.1624060263  
## BP -0.5705316329  
## G -0.5738163366  
## `Saque-Tot` 0.0509286735  
## `Saque-Pts` 0.5888370016  
## `Saque-Err` -0.0394849312  
## `Recep-Tot` -0.1223139593  
## `Recep-Err` 0.0360822086  
## `Recep-Neg` 0.0137943405  
## `Recep-Exc` 0.0012455588  
## `Ataque-Tot` -0.0008060736  
## `Ataque-Err` 0.0102305788  
## `Ataque-Blo` -0.0352742964  
## `Ataque-Exc` 0.6877558553  
## `Bloqueo-Red` 0.5561707486  
## `Bloqueo-Pts` 0.6223471034

#Coeficientes FLD en cada caso:  
FLD=predict(modeloLDA)$x  
plot(FLD, col = datent[,18]$`Ganado/Perdido`)  
abline(h=0,v=0,lty=3)  
legend("bottomright",col=1:2,lty=1,  
 legend=levels(datent$`Ganado/Perdido`))

![](data:image/png;base64,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)

preditestLDA=predict(modeloLDA,newdata=dattest[,2:18])$class  
confutestLDA=table(Real=dat[inditest,18]$`Ganado/Perdido`,Predic=preditestLDA)  
confutestLDA

## Predic  
## Real 0 1  
## 0 36 5  
## 1 4 34

AciertoLDA=round(100\*mean(dattest$`Ganado/Perdido`==preditestLDA),2)  
SensEspecLDA=round(100\*diag(prop.table(confutestLDA,1)),2)  
c(AciertoLDA, SensEspecLDA)

## 0 1   
## 88.61 87.80 89.47

probabiLDA<- predict(modeloLDA,dattest[,2:17],  
 type="prob")$posterior[,1] #Prob. ganado  
prediobjLDA<-prediction(probabiLDA,dattest$`Ganado/Perdido`)  
plot(performance(prediobjLDA, "tpr","fpr"),  
 main="CoR TEST. Analisis disc. Lineal, Ganar partido",  
 xlab="Tasa de falsos positivos", ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucLDA<- as.numeric(performance(prediobjLDA,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucLDA,3)))
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Resul=rbind(Resul,c(AciertoLDA,aucLDA,SensEspecLDA))  
rownames(Resul)=c("Gauss","Kernel(Poisson)","LDA")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.10590501 85.37 84.21  
## Kernel(Poisson) 81.01 0.08857510 78.05 84.21  
## LDA 88.61 0.05455712 87.80 89.47

### Regresión Logística

modeloRL<- glm(`Ganado/Perdido`~.,family=binomial,data=datent[,2:18])  
summary(modeloRL)

##   
## Call:  
## glm(formula = `Ganado/Perdido` ~ ., family = binomial, data = datent[,   
## 2:18])  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.98077 -0.01117 0.00036 0.05498 2.78602   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -5.123e+00 4.579e+00 -1.119 0.26321   
## `Sets jugados` -6.486e-01 2.230e+00 -0.291 0.77120   
## BP -9.394e+00 2.400e+03 -0.004 0.99688   
## G -9.408e+00 2.400e+03 -0.004 0.99687   
## `Saque-Tot` 3.356e-01 1.608e-01 2.087 0.03686 \*   
## `Saque-Pts` 9.420e+00 2.400e+03 0.004 0.99687   
## `Saque-Err` -9.157e-02 1.518e-01 -0.603 0.54640   
## `Recep-Tot` -5.152e-01 1.988e-01 -2.592 0.00955 \*\*  
## `Recep-Err` -1.064e-01 2.330e-01 -0.457 0.64774   
## `Recep-Neg` 1.037e-01 1.065e-01 0.973 0.33046   
## `Recep-Exc` 1.353e-02 6.774e-02 0.200 0.84164   
## `Ataque-Tot` 4.577e-03 3.706e-02 0.123 0.90171   
## `Ataque-Err` -6.858e-02 1.750e-01 -0.392 0.69521   
## `Ataque-Blo` -3.139e-01 2.175e-01 -1.443 0.14893   
## `Ataque-Exc` 9.769e+00 2.400e+03 0.004 0.99675   
## `Bloqueo-Red` 4.326e+00 2.308e+01 0.187 0.85132   
## `Bloqueo-Pts` 9.541e+00 2.400e+03 0.004 0.99683   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 256.46 on 184 degrees of freedom  
## Residual deviance: 39.72 on 168 degrees of freedom  
## AIC: 73.72  
##   
## Number of Fisher Scoring iterations: 15

Vemos que todos los coeficientes asociados a las variables (y el termino independiente) no son significativos al 5%, excepto las variables Saque-Tot (0.03686) y Recep-Tot (0.00955)

# Vamos a ver si el modelo nos sirve para ajustar estos datos  
library(generalhoslem)

## Loading required package: reshape

##   
## Attaching package: 'reshape'

## The following objects are masked from 'package:tidyr':  
##   
## expand, smiths

## The following object is masked from 'package:dplyr':  
##   
## rename

prob=fitted(modeloRL) #probabilidades estimadas por el modelo  
HS=logitgof(datent$`Ganado/Perdido`, prob,g=10)

## Warning in logitgof(datent$`Ganado/Perdido`, prob, g = 10): At least one cell  
## in the expected frequencies table is < 1. Chi-square approximation may be  
## incorrect.

#Nos queda un p-valor de 0.5358, luego podemos concluir que el modelo proporciona un buen ajuste.

Modelo con las variables Saque-Tot y Recep-Tot

modeloRL1<- glm(`Ganado/Perdido`~.,family=binomial,data=datent[c("Saque-Tot","Recep-Tot","Ganado/Perdido")])  
summary(modeloRL1)

##   
## Call:  
## glm(formula = `Ganado/Perdido` ~ ., family = binomial, data = datent[c("Saque-Tot",   
## "Recep-Tot", "Ganado/Perdido")])  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.34015 -0.07643 0.00665 0.14805 1.79687   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.54069 2.34929 -1.507 0.132   
## `Saque-Tot` 0.38409 0.07376 5.207 1.91e-07 \*\*\*  
## `Recep-Tot` -0.38966 0.07092 -5.494 3.92e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 256.459 on 184 degrees of freedom  
## Residual deviance: 60.297 on 182 degrees of freedom  
## AIC: 66.297  
##   
## Number of Fisher Scoring iterations: 8

modeloRL1

##   
## Call: glm(formula = `Ganado/Perdido` ~ ., family = binomial, data = datent[c("Saque-Tot",   
## "Recep-Tot", "Ganado/Perdido")])  
##   
## Coefficients:  
## (Intercept) `Saque-Tot` `Recep-Tot`   
## -3.5407 0.3841 -0.3897   
##   
## Degrees of Freedom: 184 Total (i.e. Null); 182 Residual  
## Null Deviance: 256.5   
## Residual Deviance: 60.3 AIC: 66.3

**Ganado/Perdido = -3.5407 + Saque-Tot \* 0.3841 + Recep-Tot \* -0.3897**

preditestRL=as.numeric(predict(modeloRL1,dat[inditest,], type="response")>0.5)  
confutestRL<-table(Real=dat[inditest,18]$`Ganado/Perdido`,Predic=preditestRL)  
confutestRL

## Predic  
## Real 0 1  
## 0 37 4  
## 1 6 32

AciertoRL=round(100\*mean(as.numeric(dattest$`Ganado/Perdido`)==(preditestRL+1)),2)  
SensEspecRL=round(100\*diag(prop.table(confutestRL,1)),2)  
c(AciertoRL, SensEspecRL)

## 0 1   
## 87.34 90.24 84.21

probabiRL<- predict(modeloRL1,dat[inditest,],type="response") #Prob. 1  
prediobjRL<-prediction(probabiRL,dat[inditest,18])  
plot(performance(prediobjRL, "tpr","fpr"),  
 main="COR TEST. Regresion Logistica",  
 xlab="Tasa de falsos positivos",   
 ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucRL<- as.numeric(performance(prediobjRL,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucRL,3)))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAz1BMVEUAAAAAADoAAGYAAP8AOjoAOmYAOpAAZpAAZrY6AAA6ADo6AGY6OgA6Ojo6OmY6OpA6ZpA6ZrY6kLY6kNtmAABmADpmOgBmOjpmZjpmZmZmkJBmkLZmkNtmtttmtv+QOgCQOjqQZgCQZjqQkGaQkLaQtpCQttuQtv+Q29uQ2/+2ZgC2Zjq2ZpC2kDq2kGa225C229u22/+2/7a2/9u2///bkDrbkGbbtmbbtpDb27bb29vb2//b/7bb////tmb/trb/25D/27b//7b//9v///9xAgUWAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAUQ0lEQVR4nO2di3bjthGGaW/syptLs7WyaZtEbpJmWzNtk02XTdLWqlfi+z9TiRsJULxhAJDAYP5zkrVEcEDhEzC4joqahFrF1g9ACisCjFwEGLkIMHIRYOQiwMhFgJGLACMXAUYuAoxcBBi5CDByEWDkIsDIRYCRiwAjFwFGLgKMXAQYuQgwchFg5CLAyEWAkYsAIxcBRi4CjFwEGLkIMHIRYOQiwMhFgJGLACPXFoDPP39UFMUnb9Wrj9mrN0/s74eC60pdrOuyaLWrq/bv2yb5+R+NnatP314k63K6tGf7rA88qylVxdWjtZXz394tse2uDQCfXksS98arm3cdkKIrs3HALb1DP1mrAXuWCgT4/etrtIC7Qi8OxiuNmYZpHHD7oimrWcD6u561APCFSv7Qa2h9wA2XmzfNd/hBUbr6qvka/3LHarT6Tj/fGd/t5u2dvFcrl7K5U9g59JLpN+r2zt83ub3ihtmfN4+8nBtA370urt/ql/+lGn9l4ZfPi+KDL574M1z9ld/cfSAdcJdQy0Naaa3yr+P1P6Vt5rE++IrfzJqzT4CNzbBWB9x8VgHp/KdX/2GvZOlwBm2jVS4CzF80N973kuk3avZO+54vuPpIABZNgna5apsGaaFq24224WipGoC1hFoewkpn1QAsG5/mQxzd3MmgVgfcFONu8JX2TZ+owVrrzir/Fz/WA8n0dzR7Jaum4vvQFOXu6VwWEvDt2/rf2mX2VE/1z12bIu6vOAXWAr2Vf8uH6ojoCbU8uBXNqvhyCttNst89vd+LVL950r6wXrQ6YPP5tVesnDSfqX/IYcAy8c2bp34y/cbOXlPA97VsBUTtP+0lYNbGa5ebp7r5sbUgvhqssSi75E0SlZcOWE+o5cGtaFZ1wCJZ9am49CsbGfjsL8QKeKd3L4cBC+clG1UjmX5jZ6/JSzWBqmYrH/woHkW7XEhPylOq5DylSK41PRpgPaGeh7KirGqA9a70+Rv/HcKYmugOMOuFaRr2wfzKr9/etQUyDpjbOxYtQZWtDli73IxixF9/qdvGtRZJDpOA9YR6HoJiZ9UEvNOe9ubPv+7TBqx1spr+5FAn6/z3ojc+HATcVv52yDHig5W95oaD/n59UYMP3Z3vv/2I95U81mDN6nANFp/olDjg4WHS+Wd9mFT1WqlBwE1BXH0pBljTgJU9veRMH8wBXRTs+esWjemDxwFP+mDN6qUPPn7yRjQQyXeyxic6tLmdstBr05APboc3ms9SybriNO3xgXPTXxVdV60XLQB1l3nHlrWoqoKZvegLwF1HbqoXrVkVRtpe9Cvunw/8ZvbFT7sGd5OTr4xXN9q0wvOd4WyHAbffjeteJ+sSsLAnB7qMjzkOFoC1y9+33nhoHDwBeHIc3FnlDr83Dt51HyhxwGqxQQ1E2NxP8fFXcrFBTUz0ZhwHAEs7ctqongIs7b3/pnEEYnGCzTL99q3ug43L7XKIMZP1pXiGKcBaQi0PaaVbZOGTXD/qM1nsFtaLvnlz0ZN0Ut7LheaEWbp5TChTwCV3ENpsRaJ5zCtTwGrQ63Xad4M85pUp4Pr953ftZoGU85hVroCzEQFGLgKMXAQYuQgwchFg5CLAyEWAkYsAIxcBRi4CjFwEGLkIMHIRYOQiwMhFgJGLACMXAUYuAoxcBBi5CDByEWDkIsDIRYCRiwAjlx1gdcBxrSheJGdZAa7U2fOj10PopICyAXx+aLFWI0ciC9I6emEP+LS/5zHBxg+znvZtXIXjSCNNLn0dvVhc0F3CkoXq2tXl+GnWJTV4ab4kN9kDZtXzWBxG6yZTpUKjjPpgAhxcL3jrDANcsogVUz1kGadkvB0nwIH1QjpfSBO9O+1ZUDengAMEOKzavhUAMAss9nh+cAsoQYBXEgCwlcYacgIcTsbIKDTgvpVWXsyloNUHvubICAKYx9N1DAmTEeB1s+tPbAAAH2U87MN4Yhtz2LXuJ72YuLIHrGYxxqYwLM2h18afFDYOZpqa6PCYb/Ja7ZO+GJx2DlKD1TQHU2S96LW7PMVa3clhvKF88PlhrnpvBnijfENrdNEoUC96dh6EAK+kUOPg40wnmwCvpJUnOkKZiz7fgBrzvkKQXrSPsMa+vy+RdXnW0zRe2GrSrAe2MudF6Lgt1eyOHFgTzUNYx7RcmC3gWYF98PxIyE++m5hLQ4v201ENTlVzzlcKMpMVkQ9G23ea1dLtsIn3ovMDKwXY7uwr4armsgW8WAQ4OS10vlKWgE/7+3apKIZedH6A7fBSDU5NlnhBnazPRA86igX/7ABbCw548mSDv3xXMYNYtoDLbtre6eQvAbaWrfcVgtdgNxFgS8HwptLJymf1b0xAvMkA9pt5TkpjHJw1YGjjLBSoBjd9sR1flRjbmUWAF8oNbyjAbM90ydYTWTwPd3MZA3bECzwfPBeEhe+NP/IlRT8xOvIF7CzInqzZICz8dIuY6fITZYcAgwU7mzQThIVqsA+5el8hGOC5ICytD9YCKgHzBaRGIT94YU30giAs1It2lCe8wE7W6kFY8gPsTTSTFZ+81V6m0ID9RNnJCbAv5ysV6PjoqBXYKkFGgP3iBQHeIAhLPoB98wVtfF8vCEt2q4L+BRsHM03uyZoN6b8Q8NKnwyDPzlcqTA2eD+lPgHsKgzeQD/YWEDwfwIHwBupFewvpnw/gYAoyDnauwdS58qZAC/6OIf2zAhvK+wpBAPNdWdODJMeQ/hkBDosX1skSC71uZ8AJsFBgvLBhkmh+y4ATHfkADq44D59lATh04ywEr8EhpyozALwOXuBEByMcdLEBP+CV8MLmors1P3grnTvg1RTnjg4C7E0EeHWt5X2FCPDKWhcvAV5bK+MlwOhFgNfT6rWXKcjpQud8MQJe2/lKBTld6JwvQsDb4A10utA5X3yAt+Ib6HSha774AG+mQKcLHfNFBXgj5ysV5+lCRIC3xUvDpNDaGG8wwMxJs921o/t6cgG8ucKcLuR8Xz4aO6Rt8iXA3hTkZAOPjiXGycB90UufKmZt7X2FgpxNYvVWJoOdbEAAOA68oU4XstpbZV2DI8Eb6nThaX/9TguWZZ1v+oCjURAfXMsfv5v4+TvMgKOpvUxhetGu+aYMOBbnK0UTHZ4VF14XH7xMdmGU0j82Ghtfh140LLtphOmCjVaQTpbTOuFkvkkDjsz5SjmcbAiwHpww4DjxButkAcMopQs4UryhAEPDKKULOFpBADeN9O1TOdGXBgdhSRNwtLWXCdLJunqs2JadccLgMEopAo7V+UrBxsGsXk5susupBseNFzoOZtimRkvQMErpAY6dr0MNngzCAgyjlB7g6AX2wUFCOCQFOHLnKwXsRQdaTUoIcBp4Y1tNSgdwIngJMHpZAvYTYmc0XwLsXeAtO6O7rVzyTQJwKt5XCDJMEhutQkS6SwBwWnhDbZuF5hs/4MTwumzZCRFtNn7AyQnkg3msSp8+OI29WMnVXibwRIdbDJY+YCdb6yg15ysVxzg4AcBp4iXAS5UqXwhgNdnhsRcdP+BkBQDcdJ+rXf1853E1KWrAiTpfKcg4+L4+sh0dHodJEQNOGy90ouP5w3f8P1/5xgs4cbzQiQ72yyt5AE5eAB/MdtuV90ua6Ak/TYBXEmSYVO5YT3qiE71gUTEBwKl7X6Ew42C5mTLlGowDb7CJDhbNMmnASPAG3NFRXj2mDBiNwu3oqIr7NAFjaZyFAu7oeL77IEHAuPCG3dFxfhjfHB8rYGR4Y9nREQ9gdAq9o2NZlB0CHEwr7+gYibITBWBs3leIFvylcOJ18cE+890eMFK8Lr3oSVlG2dkeMFpBOlnze3Vso+xsCxht7WWC1ODZqUrrGB1bAsbqfKWCdLKso+xsCBg33kCAE6rB2PlCx8HTgdCso+xQJyuYIJ2s2UBo1lF2NgGM3PlKwcbBM4HQrPPdAHAeeKHj4LlAaLb5rg84E7wuNZhWk5IQ2Ad7DYRGgIMJvJrkNRDaqoBz8b5C2a0m5YU3P8CZ4YX1ot1+3H0oX/LBwQQ5H+zugTcBnFvjLARroo+TPzxpn+8KgPPE6+CDzw9JTXRkijejGpyrIDNZifrgPJVBLzpX7yuEfhycN178gDPHix9w9sIMOPvayxQIcNX0tPly4naHz3J3vlKBNt01wyjR294MMOEVCrLpTmybPT9M7NwKDZj4SgXZdKc2vrOwpbFvfMeuIJvu2o3v5W4DwOR8dYXZdKewjgfECwaY8JoKtOlOXR1dcwoFmPD2lOGmu7yEeaKDVIcHvGIni7zvkCwBu/76aLgoO4R3WJBOlv9fH3UHTHhHBBkm+f/1UfLBwQSb6GCaPF24apQdqr0Tgk10ME1OdKwYZYec76RAPnguVuWaMToI77TAEx1THnjFKDvEd0ZBxsEJRdlBrzATHatE2UnR+Rbra/GjWX2Q8FF2UsS7RVOV6lx0kngJMHoR4CVKtPYyJQF4418AT9P5SiUBeNtfAE8ZbxqAt/0F8LT5JgI4p18A96wUAG/2C+BJO1+pFABb/AL44nwXPAUGvIkAnv8FcOt8558CBd5UAPvPl3zw9jkSYB9KAjAbJ1XQHy8cznfyKXB4X6EkAJe3T893O+aJveU78RSY8C4o7lKsr6qdjWJfFN/hNlChjvoBk0p7oW2ngo2D2a6ddUL6o8I7X9zPL3/Pi9UALBbVy4s9Umzncrt7mV1Ws4vHwhVw2TxF4j/KsY3mPmh1/QOHpAOW2Ph5el1i34xsSMV5fDF05REYluY48Gjl7rRnJ/yDN9HIai/TTHE3XAVaHbCacPhfr0IJ8LKeiZos/l/dfu0EuPmCXD2qJ4BqHjAu5ys1U9wMEN+uqgHWS/r5jq/jiWb5+SVnagBmW6Wa9518sB/NAsaId7YUGRje2GqAR4Oh6JVWVecGMGu5wwN2PtmAk+9MKT7fca/aFJo1YNnJKg796AthFvzT+v3gFTX9QSu5EfIw1kQbMppoHoj/+qfPHvm7boDnF/zd9kWjdL5Sk8UtUfLuq+wcs39UETYO1vTBeidL6PnDd92XZEGOg4+2YMHf5WQDZrwzxa1aW9bNEtx487xomCSkmDhPdMws+DvUYNR4Z4pbYWGuWIxCS46Z+7nzw+REB0/fzXq4AF6y4E+/HzyiqQ/aOT3RzeqmJ8cOg8nZSd60szR+pioXLfiDTjYgr71MSSw2BFrwx+18pdIA7D/fIovqW2MEvDSMUh584wesDYBg2Q2faqRO1vY5+gE8lG8WzlcqQ8A54UUEePFiQ1Z4kwDceVGPiw3ZKAHAS2qw9VRlNkICeNliQ17eVwgJ4CU1OEe8aAAvWGx44SlIEGlOdoCXanaxwcV4GAu5mwjauBDg7U0QYOQmCDByEwQYuQkCjNwEAUZuggAjN0GAkZvIdHUgHxFg5CLAyEWAkYsAIxcBRi4CjFwEGLkIMHIRYOQiwMhFgJGLACNXCMBGOFzjBcQCPw81skt36UPU079svsQEC3VkH+axHxm4gBzy08Km2JdmAMBGOFzjBcQCD0NTWZdtP9+jfaRz83PwaIROT8HCKB0BhE/79hgJoDT9AzbiPA0EfbK0MBAXzNZE3QvFCzAhXjg9hYiHZh9v/didB4SUpn/ABhEQnoGbbBuBvgkjFC/AhIgvaCvDBBDwsbhvD4JBSjMAYD3WYi/wIsCCUGlZd3omzFC8ABPH65/29j0B8ymgTbTxMWrb0vQP2IiWaoZOhVgQ79iWrWmiF4oXYKIqtFixwKeA9TdrjSikNJMAfAT1sbQokWYoXoCJ6grQEvUjAzd3i8jClooMsP8m2rr+Dj2EWxMt/J7tb++aTwHqLdZ1HVsT7b2TVQFGwYaJfihegAlRqLZdrdGfX7BTZJ0sz8Ok7lAy3ASTdQ3u/foJewjbJnpgvAf51aL2njiGSZ4nOkBeayBf+5ksc5aiuV2LcAAx4e6D45joMMPhGr/cBbEg21drG8ZD1KCpSsPEETRhapgoQSYkYGhp0mIDchFg5CLAyEWAkYsAIxcBRi4CjFwEGLkIMHIRYOQiwMhFgJGLACMXAUYuAoxcBBi5CDByEWDkIsDIRYCRiwAjFwFGLgKMXAQYuQgwchFg5CLAyJUY4Panyhcd0rs4p1Vph4OW/qz90EM0dx4PDhZWVGKAmZaf0u0DPu3v9RcueJKAy5QZ4MPIC2sR4HBSgEt5aJ/FoON/lPopfnbQ8lsGuGoPbbKETdMukzFE7a3qcGj7Bsvmuzt5Z+9qcyf76/a/7F9+N4+fc2EhCqULmB10Z7FReBmz8ETqDS522vrIztKKJIIwr3Yq2UniYbceObZdZ6vmpMSFi6vMjPxPHvy9fRqyEIWSBXz67FGERVDn39s3eBr+b3n1KNyuTMOpqGTNC3WrOLrf1EM9wIL4VlS3TxdXNcA8YEaTx6CFKJQsYKajaDC7Mj2q1lGUMytwXqUld+U45X0Hdau43Pxft9W2vhdXdcDsv6E00ShdwI1vvf6BlSsPR3vQ3qhVJBoGWI+wwwGrZOyFvFXg0d7osmnhaVd1uKzFb1roQQtRKFnAvEjbwFWl5KDe6NVgKdGvOrRNtHFre28pbukB1q4agFmQw0M9aCEKJQuYI2x7M8qhqjdkRCkBoxVvT1UydYV3laQHbVPVygeXmg9WVw3Ap/0feJTDAQtRKFnAohI2IxNeqrKi8Te4RORP2YtWVUrVYJ6MfSfkrW0/uX2DZ6CCh/avCrj3kmNZiCA8lxaiULKARUShUo5A5YBXvFGry+04WOv+tsl4dVYBmtQotn2DAf7jnfSmvavC9/JxcN02GgMWolCCgFeSbWDKSEWAx0SAkYsAk1IQAUYuAoxcBBi5CDByEWDkIsDIRYCRiwAjFwFGLgKMXAQYuQgwchFg5CLAyEWAkYsAIxcBRi4CjFwEGLkIMHL9HyFWEr4IEvJXAAAAAElFTkSuQmCC)

Resul=rbind(Resul,c(AciertoRL,aucRL,SensEspecRL))  
rownames(Resul)=c("Gauss","Kernel(Poisson)","LDA","R.Logistica")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.10590501 85.37 84.21  
## Kernel(Poisson) 81.01 0.08857510 78.05 84.21  
## LDA 88.61 0.05455712 87.80 89.47  
## R.Logistica 87.34 0.94030809 90.24 84.21

levels(dat$`Ganado/Perdido`)=c("Perdido","Ganado")  
levels(dattest$`Ganado/Perdido`)=c("Perdido","Ganado")  
levels(datent$`Ganado/Perdido`)=c("Perdido","Ganado")

### Redes Neuronales

library(NeuralNetTools) #para representar graficamente

## Warning: package 'NeuralNetTools' was built under R version 4.1.2

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

ctrlRD <- trainControl(method="cv",classProbs = T,  
 summaryFunction = defaultSummary, verboseIter = F)  
  
modeloPM <- train(`Ganado/Perdido`~ ., data = datent[,-1],   
 method = "nnet",   
 trControl = ctrlRD,  
 preProcess =c("center","scale"),  
 tuneGrid=expand.grid(size=1:20,decay=c(0,0.05,0.1)))

## # weights: 19  
## initial value 123.267315   
## iter 10 value 24.195708  
## iter 20 value 11.097200  
## iter 30 value 5.613351  
## iter 40 value 0.388328  
## iter 50 value 0.006355  
## iter 60 value 0.000882  
## iter 70 value 0.000160  
## iter 80 value 0.000127  
## final value 0.000088   
## converged  
## # weights: 37  
## initial value 128.574792   
## iter 10 value 54.455970  
## iter 20 value 12.830178  
## iter 30 value 8.844951  
## iter 40 value 4.607002  
## iter 50 value 3.901707  
## iter 60 value 3.452933  
## iter 70 value 3.411516  
## iter 80 value 3.387825  
## iter 90 value 3.381380  
## iter 100 value 3.271249  
## final value 3.271249   
## stopped after 100 iterations  
## # weights: 55  
## initial value 115.735813   
## iter 10 value 16.366816  
## iter 20 value 8.467460  
## iter 30 value 5.255688  
## iter 40 value 4.888067  
## iter 50 value 2.507102  
## iter 60 value 2.502382  
## iter 70 value 2.502069  
## iter 80 value 2.501915  
## iter 90 value 2.501271  
## iter 100 value 0.005008  
## final value 0.005008   
## stopped after 100 iterations  
## # weights: 73  
## initial value 122.048510   
## iter 10 value 13.051292  
## iter 20 value 1.821926  
## iter 30 value 0.048078  
## iter 40 value 0.000466  
## final value 0.000093   
## converged  
## # weights: 91  
## initial value 120.007822   
## iter 10 value 15.928554  
## iter 20 value 4.562238  
## iter 30 value 0.788114  
## iter 40 value 0.064473  
## iter 50 value 0.006728  
## iter 60 value 0.000283  
## final value 0.000075   
## converged  
## # weights: 109  
## initial value 132.936307   
## iter 10 value 12.505272  
## iter 20 value 0.128724  
## iter 30 value 0.000816  
## final value 0.000041   
## converged  
## # weights: 127  
## initial value 116.813346   
## iter 10 value 10.037275  
## iter 20 value 0.229868  
## iter 30 value 0.013520  
## final value 0.000072   
## converged  
## # weights: 145  
## initial value 121.007658   
## iter 10 value 14.028432  
## iter 20 value 1.272452  
## iter 30 value 0.047477  
## iter 40 value 0.010098  
## iter 50 value 0.002280  
## iter 60 value 0.000325  
## final value 0.000088   
## converged  
## # weights: 163  
## initial value 119.398904   
## iter 10 value 8.219062  
## iter 20 value 0.196584  
## iter 30 value 0.006912  
## iter 40 value 0.000941  
## final value 0.000091   
## converged  
## # weights: 181  
## initial value 129.101267   
## iter 10 value 6.293438  
## iter 20 value 0.066110  
## iter 30 value 0.002040  
## iter 40 value 0.000149  
## final value 0.000068   
## converged  
## # weights: 199  
## initial value 121.807695   
## iter 10 value 9.201500  
## iter 20 value 0.091310  
## iter 30 value 0.006442  
## iter 40 value 0.000430  
## iter 50 value 0.000129  
## iter 50 value 0.000073  
## iter 50 value 0.000073  
## final value 0.000073   
## converged  
## # weights: 217  
## initial value 168.731792   
## iter 10 value 11.231110  
## iter 20 value 0.400935  
## iter 30 value 0.004359  
## iter 40 value 0.000897  
## iter 50 value 0.000113  
## iter 50 value 0.000093  
## iter 50 value 0.000092  
## final value 0.000092   
## converged  
## # weights: 235  
## initial value 111.402369   
## iter 10 value 5.782387  
## iter 20 value 0.079025  
## iter 30 value 0.001296  
## iter 40 value 0.000152  
## iter 40 value 0.000080  
## iter 40 value 0.000077  
## final value 0.000077   
## converged  
## # weights: 253  
## initial value 127.844306   
## iter 10 value 14.425546  
## iter 20 value 0.171158  
## iter 30 value 0.008940  
## iter 40 value 0.001117  
## iter 50 value 0.000453  
## iter 60 value 0.000153  
## final value 0.000065   
## converged  
## # weights: 271  
## initial value 119.772382   
## iter 10 value 11.316267  
## iter 20 value 0.118473  
## iter 30 value 0.005297  
## iter 40 value 0.000176  
## final value 0.000088   
## converged  
## # weights: 289  
## initial value 115.304521   
## iter 10 value 12.022854  
## iter 20 value 0.195029  
## iter 30 value 0.002590  
## final value 0.000089   
## converged  
## # weights: 307  
## initial value 167.558437   
## iter 10 value 9.684924  
## iter 20 value 0.151138  
## iter 30 value 0.003539  
## iter 40 value 0.000180  
## final value 0.000074   
## converged  
## # weights: 325  
## initial value 135.615549   
## iter 10 value 10.168332  
## iter 20 value 0.046989  
## iter 30 value 0.002161  
## iter 40 value 0.000209  
## final value 0.000063   
## converged  
## # weights: 343  
## initial value 117.391909   
## iter 10 value 4.451706  
## iter 20 value 0.044125  
## iter 30 value 0.002010  
## final value 0.000091   
## converged  
## # weights: 361  
## initial value 164.686157   
## iter 10 value 6.436052  
## iter 20 value 0.045426  
## iter 30 value 0.002622  
## iter 40 value 0.000354  
## final value 0.000099   
## converged  
## # weights: 19  
## initial value 123.557232   
## iter 10 value 33.768307  
## iter 20 value 20.500858  
## iter 30 value 19.469667  
## iter 40 value 19.461144  
## iter 50 value 19.461129  
## final value 19.461125   
## converged  
## # weights: 37  
## initial value 120.732298   
## iter 10 value 57.401985  
## iter 20 value 25.699007  
## iter 30 value 17.906924  
## iter 40 value 16.475058  
## iter 50 value 16.452606  
## final value 16.452595   
## converged  
## # weights: 55  
## initial value 126.206538   
## iter 10 value 24.261775  
## iter 20 value 17.570714  
## iter 30 value 14.589378  
## iter 40 value 13.745265  
## iter 50 value 13.506364  
## iter 60 value 13.382646  
## iter 70 value 13.089054  
## iter 80 value 13.085424  
## iter 90 value 13.085310  
## final value 13.085308   
## converged  
## # weights: 73  
## initial value 111.280173   
## iter 10 value 24.123922  
## iter 20 value 16.556156  
## iter 30 value 14.019553  
## iter 40 value 13.251604  
## iter 50 value 12.904722  
## iter 60 value 12.844334  
## iter 70 value 12.834254  
## final value 12.834213   
## converged  
## # weights: 91  
## initial value 117.477182   
## iter 10 value 18.641482  
## iter 20 value 14.263471  
## iter 30 value 13.683133  
## iter 40 value 13.143235  
## iter 50 value 12.806152  
## iter 60 value 12.522556  
## iter 70 value 12.327057  
## iter 80 value 12.305417  
## iter 90 value 12.290101  
## iter 100 value 12.288190  
## final value 12.288190   
## stopped after 100 iterations  
## # weights: 109  
## initial value 125.020178   
## iter 10 value 24.275724  
## iter 20 value 16.809771  
## iter 30 value 13.832986  
## iter 40 value 13.033682  
## iter 50 value 12.690904  
## iter 60 value 12.373693  
## iter 70 value 12.121384  
## iter 80 value 12.064424  
## iter 90 value 12.056404  
## iter 100 value 12.053634  
## final value 12.053634   
## stopped after 100 iterations  
## # weights: 127  
## initial value 130.891501   
## iter 10 value 17.606460  
## iter 20 value 13.102774  
## iter 30 value 12.377816  
## iter 40 value 11.989897  
## iter 50 value 11.876083  
## iter 60 value 11.846201  
## iter 70 value 11.838076  
## iter 80 value 11.837706  
## iter 90 value 11.837678  
## final value 11.837677   
## converged  
## # weights: 145  
## initial value 121.526006   
## iter 10 value 22.882133  
## iter 20 value 14.478586  
## iter 30 value 12.233294  
## iter 40 value 11.624330  
## iter 50 value 11.552046  
## iter 60 value 11.521063  
## iter 70 value 11.516623  
## iter 80 value 11.511995  
## iter 90 value 11.507258  
## iter 100 value 11.465256  
## final value 11.465256   
## stopped after 100 iterations  
## # weights: 163  
## initial value 120.358462   
## iter 10 value 22.322543  
## iter 20 value 15.492187  
## iter 30 value 13.336379  
## iter 40 value 12.003411  
## iter 50 value 11.662690  
## iter 60 value 11.439135  
## iter 70 value 11.378198  
## iter 80 value 11.348700  
## iter 90 value 11.327901  
## iter 100 value 11.324559  
## final value 11.324559   
## stopped after 100 iterations  
## # weights: 181  
## initial value 114.771439   
## iter 10 value 29.812776  
## iter 20 value 13.826666  
## iter 30 value 12.313491  
## iter 40 value 11.727940  
## iter 50 value 11.600392  
## iter 60 value 11.467276  
## iter 70 value 11.364185  
## iter 80 value 11.338343  
## iter 90 value 11.335016  
## iter 100 value 11.333628  
## final value 11.333628   
## stopped after 100 iterations  
## # weights: 199  
## initial value 142.445032   
## iter 10 value 17.737458  
## iter 20 value 12.991425  
## iter 30 value 11.900981  
## iter 40 value 11.500058  
## iter 50 value 11.399956  
## iter 60 value 11.353987  
## iter 70 value 11.343823  
## iter 80 value 11.341268  
## iter 90 value 11.340564  
## iter 100 value 11.335070  
## final value 11.335070   
## stopped after 100 iterations  
## # weights: 217  
## initial value 151.613843   
## iter 10 value 20.254104  
## iter 20 value 13.780756  
## iter 30 value 12.073862  
## iter 40 value 11.580836  
## iter 50 value 11.437284  
## iter 60 value 11.370477  
## iter 70 value 11.311418  
## iter 80 value 11.272325  
## iter 90 value 11.269371  
## iter 100 value 11.268131  
## final value 11.268131   
## stopped after 100 iterations  
## # weights: 235  
## initial value 140.349821   
## iter 10 value 17.584017  
## iter 20 value 12.370750  
## iter 30 value 11.536074  
## iter 40 value 11.215340  
## iter 50 value 11.170802  
## iter 60 value 11.157795  
## iter 70 value 11.148260  
## iter 80 value 11.146272  
## iter 90 value 11.145613  
## iter 100 value 11.145514  
## final value 11.145514   
## stopped after 100 iterations  
## # weights: 253  
## initial value 97.360724   
## iter 10 value 17.084341  
## iter 20 value 12.407945  
## iter 30 value 11.780007  
## iter 40 value 11.594157  
## iter 50 value 11.480150  
## iter 60 value 11.423379  
## iter 70 value 11.390615  
## iter 80 value 11.376238  
## iter 90 value 11.373513  
## iter 100 value 11.372294  
## final value 11.372294   
## stopped after 100 iterations  
## # weights: 271  
## initial value 116.843169   
## iter 10 value 19.014971  
## iter 20 value 12.416594  
## iter 30 value 11.498369  
## iter 40 value 11.241198  
## iter 50 value 11.146502  
## iter 60 value 11.116874  
## iter 70 value 11.103471  
## iter 80 value 11.088619  
## iter 90 value 11.086279  
## iter 100 value 11.084321  
## final value 11.084321   
## stopped after 100 iterations  
## # weights: 289  
## initial value 130.536354   
## iter 10 value 18.576796  
## iter 20 value 12.605062  
## iter 30 value 11.678283  
## iter 40 value 11.366262  
## iter 50 value 11.228526  
## iter 60 value 11.176426  
## iter 70 value 11.131940  
## iter 80 value 11.116535  
## iter 90 value 11.107189  
## iter 100 value 11.086892  
## final value 11.086892   
## stopped after 100 iterations  
## # weights: 307  
## initial value 120.960455   
## iter 10 value 18.408377  
## iter 20 value 12.997239  
## iter 30 value 11.825966  
## iter 40 value 11.530978  
## iter 50 value 11.301587  
## iter 60 value 11.217375  
## iter 70 value 11.196570  
## iter 80 value 11.188378  
## iter 90 value 11.175627  
## iter 100 value 11.170169  
## final value 11.170169   
## stopped after 100 iterations  
## # weights: 325  
## initial value 143.394670   
## iter 10 value 17.558186  
## iter 20 value 12.374611  
## iter 30 value 11.615577  
## iter 40 value 11.272528  
## iter 50 value 11.197633  
## iter 60 value 11.155118  
## iter 70 value 11.149412  
## iter 80 value 11.146511  
## iter 90 value 11.144606  
## iter 100 value 11.143605  
## final value 11.143605   
## stopped after 100 iterations  
## # weights: 343  
## initial value 118.969942   
## iter 10 value 17.334978  
## iter 20 value 12.540380  
## iter 30 value 11.646953  
## iter 40 value 11.357547  
## iter 50 value 11.273844  
## iter 60 value 11.244319  
## iter 70 value 11.222672  
## iter 80 value 11.218697  
## iter 90 value 11.216115  
## iter 100 value 11.215277  
## final value 11.215277   
## stopped after 100 iterations  
## # weights: 361  
## initial value 120.929113   
## iter 10 value 17.031876  
## iter 20 value 11.972215  
## iter 30 value 11.319620  
## iter 40 value 11.200651  
## iter 50 value 11.158298  
## iter 60 value 11.115018  
## iter 70 value 11.091088  
## iter 80 value 11.082203  
## iter 90 value 11.078349  
## iter 100 value 11.073680  
## final value 11.073680   
## stopped after 100 iterations  
## # weights: 19  
## initial value 118.018553   
## iter 10 value 38.744672  
## iter 20 value 27.877065  
## iter 30 value 26.045084  
## iter 40 value 25.852878  
## final value 25.852869   
## converged  
## # weights: 37  
## initial value 116.648624   
## iter 10 value 30.868534  
## iter 20 value 21.215025  
## iter 30 value 20.900824  
## iter 40 value 20.893244  
## final value 20.893237   
## converged  
## # weights: 55  
## initial value 148.386826   
## iter 10 value 40.194687  
## iter 20 value 24.454514  
## iter 30 value 21.836670  
## iter 40 value 20.368975  
## iter 50 value 19.999456  
## iter 60 value 19.986231  
## iter 70 value 19.983718  
## iter 80 value 19.983539  
## iter 90 value 19.982742  
## iter 100 value 19.979936  
## final value 19.979936   
## stopped after 100 iterations  
## # weights: 73  
## initial value 134.244424   
## iter 10 value 26.834683  
## iter 20 value 21.193703  
## iter 30 value 19.835992  
## iter 40 value 19.161150  
## iter 50 value 19.108982  
## iter 60 value 19.098826  
## iter 70 value 19.098143  
## final value 19.098129   
## converged  
## # weights: 91  
## initial value 124.123056   
## iter 10 value 28.606879  
## iter 20 value 20.957442  
## iter 30 value 19.270961  
## iter 40 value 18.507547  
## iter 50 value 18.468435  
## iter 60 value 18.467192  
## iter 70 value 18.467062  
## final value 18.467051   
## converged  
## # weights: 109  
## initial value 114.358820   
## iter 10 value 24.774503  
## iter 20 value 19.467849  
## iter 30 value 18.818069  
## iter 40 value 18.505985  
## iter 50 value 18.438403  
## iter 60 value 18.279230  
## iter 70 value 18.261087  
## iter 80 value 18.258525  
## iter 90 value 18.258484  
## iter 90 value 18.258484  
## iter 90 value 18.258484  
## final value 18.258484   
## converged  
## # weights: 127  
## initial value 117.940193   
## iter 10 value 24.491937  
## iter 20 value 18.833518  
## iter 30 value 18.176468  
## iter 40 value 18.043975  
## iter 50 value 18.029678  
## iter 60 value 18.027697  
## iter 70 value 18.027480  
## final value 18.027472   
## converged  
## # weights: 145  
## initial value 117.611948   
## iter 10 value 22.765806  
## iter 20 value 18.864824  
## iter 30 value 18.226916  
## iter 40 value 17.983134  
## iter 50 value 17.847789  
## iter 60 value 17.836451  
## iter 70 value 17.833272  
## iter 80 value 17.832907  
## iter 90 value 17.832785  
## iter 100 value 17.830207  
## final value 17.830207   
## stopped after 100 iterations  
## # weights: 163  
## initial value 117.386446   
## iter 10 value 23.327577  
## iter 20 value 19.333375  
## iter 30 value 18.275732  
## iter 40 value 18.099247  
## iter 50 value 18.020171  
## iter 60 value 17.953774  
## iter 70 value 17.919454  
## iter 80 value 17.906685  
## iter 90 value 17.896464  
## iter 100 value 17.893793  
## final value 17.893793   
## stopped after 100 iterations  
## # weights: 181  
## initial value 109.207859   
## iter 10 value 33.126932  
## iter 20 value 19.882998  
## iter 30 value 18.886058  
## iter 40 value 18.262128  
## iter 50 value 18.120988  
## iter 60 value 17.906852  
## iter 70 value 17.739434  
## iter 80 value 17.723845  
## iter 90 value 17.709947  
## iter 100 value 17.701516  
## final value 17.701516   
## stopped after 100 iterations  
## # weights: 199  
## initial value 140.704898   
## iter 10 value 24.673880  
## iter 20 value 19.473424  
## iter 30 value 18.466717  
## iter 40 value 17.936758  
## iter 50 value 17.872602  
## iter 60 value 17.860819  
## iter 70 value 17.852489  
## iter 80 value 17.813507  
## iter 90 value 17.789467  
## iter 100 value 17.787863  
## final value 17.787863   
## stopped after 100 iterations  
## # weights: 217  
## initial value 130.141806   
## iter 10 value 22.739112  
## iter 20 value 18.372001  
## iter 30 value 17.826565  
## iter 40 value 17.668038  
## iter 50 value 17.629446  
## iter 60 value 17.608395  
## iter 70 value 17.596522  
## iter 80 value 17.593441  
## iter 90 value 17.591777  
## iter 100 value 17.591462  
## final value 17.591462   
## stopped after 100 iterations  
## # weights: 235  
## initial value 180.243982   
## iter 10 value 26.222121  
## iter 20 value 19.861774  
## iter 30 value 18.267911  
## iter 40 value 18.020537  
## iter 50 value 17.824025  
## iter 60 value 17.788221  
## iter 70 value 17.762902  
## iter 80 value 17.757481  
## iter 90 value 17.742926  
## iter 100 value 17.738541  
## final value 17.738541   
## stopped after 100 iterations  
## # weights: 253  
## initial value 119.465582   
## iter 10 value 39.491176  
## iter 20 value 18.864895  
## iter 30 value 18.037767  
## iter 40 value 17.731334  
## iter 50 value 17.658724  
## iter 60 value 17.636546  
## iter 70 value 17.634475  
## iter 80 value 17.634178  
## iter 90 value 17.633936  
## iter 100 value 17.633896  
## final value 17.633896   
## stopped after 100 iterations  
## # weights: 271  
## initial value 137.350356   
## iter 10 value 24.907604  
## iter 20 value 19.176602  
## iter 30 value 18.356609  
## iter 40 value 18.024837  
## iter 50 value 17.910002  
## iter 60 value 17.867499  
## iter 70 value 17.845817  
## iter 80 value 17.839761  
## iter 90 value 17.838943  
## iter 100 value 17.838571  
## final value 17.838571   
## stopped after 100 iterations  
## # weights: 289  
## initial value 155.662352   
## iter 10 value 23.256684  
## iter 20 value 18.125141  
## iter 30 value 17.841689  
## iter 40 value 17.698630  
## iter 50 value 17.551363  
## iter 60 value 17.524150  
## iter 70 value 17.494052  
## iter 80 value 17.490525  
## iter 90 value 17.490092  
## iter 100 value 17.489990  
## final value 17.489990   
## stopped after 100 iterations  
## # weights: 307  
## initial value 128.694259   
## iter 10 value 23.887516  
## iter 20 value 18.603225  
## iter 30 value 18.082200  
## iter 40 value 17.938208  
## iter 50 value 17.891167  
## iter 60 value 17.850565  
## iter 70 value 17.734852  
## iter 80 value 17.614137  
## iter 90 value 17.531428  
## iter 100 value 17.517784  
## final value 17.517784   
## stopped after 100 iterations  
## # weights: 325  
## initial value 141.581450   
## iter 10 value 25.366471  
## iter 20 value 18.696299  
## iter 30 value 18.051532  
## iter 40 value 17.849551  
## iter 50 value 17.729497  
## iter 60 value 17.628329  
## iter 70 value 17.494083  
## iter 80 value 17.473120  
## iter 90 value 17.462277  
## iter 100 value 17.457806  
## final value 17.457806   
## stopped after 100 iterations  
## # weights: 343  
## initial value 156.515321   
## iter 10 value 22.175792  
## iter 20 value 18.467969  
## iter 30 value 17.945386  
## iter 40 value 17.740519  
## iter 50 value 17.640266  
## iter 60 value 17.619995  
## iter 70 value 17.531234  
## iter 80 value 17.453171  
## iter 90 value 17.449781  
## iter 100 value 17.448948  
## final value 17.448948   
## stopped after 100 iterations  
## # weights: 361  
## initial value 128.779031   
## iter 10 value 48.757209  
## iter 20 value 21.383145  
## iter 30 value 18.581378  
## iter 40 value 17.903083  
## iter 50 value 17.657448  
## iter 60 value 17.561364  
## iter 70 value 17.500691  
## iter 80 value 17.462382  
## iter 90 value 17.453589  
## iter 100 value 17.447312  
## final value 17.447312   
## stopped after 100 iterations  
## # weights: 19  
## initial value 114.307956   
## iter 10 value 21.783014  
## iter 20 value 13.584530  
## iter 30 value 12.820615  
## iter 40 value 9.915254  
## iter 50 value 9.636856  
## iter 60 value 9.597130  
## iter 70 value 9.569735  
## iter 80 value 9.547880  
## iter 90 value 9.544142  
## iter 100 value 9.540448  
## final value 9.540448   
## stopped after 100 iterations  
## # weights: 37  
## initial value 135.606639   
## iter 10 value 27.773358  
## iter 20 value 13.221951  
## iter 30 value 7.892142  
## iter 40 value 5.421245  
## iter 50 value 4.816798  
## iter 60 value 4.780784  
## iter 70 value 4.769631  
## iter 80 value 4.767485  
## iter 90 value 4.767456  
## final value 4.767448   
## converged  
## # weights: 55  
## initial value 115.348400   
## iter 10 value 20.774290  
## iter 20 value 6.038170  
## iter 30 value 4.197300  
## iter 40 value 4.183319  
## iter 50 value 4.103457  
## iter 60 value 3.760627  
## iter 70 value 3.375012  
## iter 80 value 3.366442  
## iter 90 value 3.366215  
## iter 100 value 3.366104  
## final value 3.366104   
## stopped after 100 iterations  
## # weights: 73  
## initial value 122.858237   
## iter 10 value 20.670113  
## iter 20 value 7.303674  
## iter 30 value 6.006585  
## iter 40 value 5.808271  
## iter 50 value 5.626003  
## iter 60 value 5.575060  
## iter 70 value 5.495856  
## iter 80 value 5.297085  
## iter 90 value 5.279735  
## iter 100 value 5.042771  
## final value 5.042771   
## stopped after 100 iterations  
## # weights: 91  
## initial value 118.788293   
## iter 10 value 24.505566  
## iter 20 value 4.936779  
## iter 30 value 0.189684  
## iter 40 value 0.015836  
## iter 50 value 0.001607  
## final value 0.000057   
## converged  
## # weights: 109  
## initial value 109.152180   
## iter 10 value 11.430733  
## iter 20 value 0.657161  
## iter 30 value 0.009245  
## final value 0.000084   
## converged  
## # weights: 127  
## initial value 139.613082   
## iter 10 value 15.283721  
## iter 20 value 1.041811  
## iter 30 value 0.007542  
## iter 40 value 0.000288  
## final value 0.000094   
## converged  
## # weights: 145  
## initial value 127.313857   
## iter 10 value 12.302317  
## iter 20 value 0.448648  
## iter 30 value 0.002968  
## iter 40 value 0.000136  
## iter 40 value 0.000075  
## iter 40 value 0.000075  
## final value 0.000075   
## converged  
## # weights: 163  
## initial value 111.566368   
## iter 10 value 11.161615  
## iter 20 value 0.417655  
## iter 30 value 0.005807  
## final value 0.000084   
## converged  
## # weights: 181  
## initial value 120.781989   
## iter 10 value 12.895915  
## iter 20 value 3.028481  
## iter 30 value 1.415895  
## iter 40 value 0.536892  
## iter 50 value 0.030207  
## iter 60 value 0.009987  
## iter 70 value 0.002789  
## iter 80 value 0.002513  
## iter 90 value 0.000863  
## iter 100 value 0.000402  
## final value 0.000402   
## stopped after 100 iterations  
## # weights: 199  
## initial value 143.658598   
## iter 10 value 12.268052  
## iter 20 value 1.708183  
## iter 30 value 0.124713  
## iter 40 value 0.008152  
## iter 50 value 0.000577  
## final value 0.000090   
## converged  
## # weights: 217  
## initial value 123.229061   
## iter 10 value 10.080008  
## iter 20 value 0.324494  
## iter 30 value 0.012151  
## iter 40 value 0.000555  
## final value 0.000084   
## converged  
## # weights: 235  
## initial value 125.765687   
## iter 10 value 14.440913  
## iter 20 value 3.290173  
## iter 30 value 0.097226  
## iter 40 value 0.004791  
## iter 50 value 0.001115  
## iter 60 value 0.000155  
## iter 60 value 0.000094  
## iter 60 value 0.000094  
## final value 0.000094   
## converged  
## # weights: 253  
## initial value 117.547649   
## iter 10 value 11.330701  
## iter 20 value 0.833487  
## iter 30 value 0.008034  
## iter 40 value 0.000969  
## iter 50 value 0.000195  
## iter 60 value 0.000122  
## final value 0.000098   
## converged  
## # weights: 271  
## initial value 144.010821   
## iter 10 value 10.602047  
## iter 20 value 0.152758  
## iter 30 value 0.005005  
## iter 40 value 0.000151  
## final value 0.000079   
## converged  
## # weights: 289  
## initial value 129.587200   
## iter 10 value 9.122881  
## iter 20 value 0.157989  
## iter 30 value 0.005754  
## iter 40 value 0.000684  
## iter 50 value 0.000248  
## iter 60 value 0.000114  
## iter 60 value 0.000074  
## iter 60 value 0.000074  
## final value 0.000074   
## converged  
## # weights: 307  
## initial value 196.663145   
## iter 10 value 12.423223  
## iter 20 value 0.112875  
## iter 30 value 0.002027  
## final value 0.000092   
## converged  
## # weights: 325  
## initial value 117.111768   
## iter 10 value 12.335836  
## iter 20 value 0.212061  
## iter 30 value 0.002224  
## final value 0.000094   
## converged  
## # weights: 343  
## initial value 149.016110   
## iter 10 value 12.293947  
## iter 20 value 0.233929  
## iter 30 value 0.002857  
## iter 40 value 0.000304  
## iter 50 value 0.000100  
## iter 50 value 0.000080  
## iter 50 value 0.000079  
## final value 0.000079   
## converged  
## # weights: 361  
## initial value 136.518802   
## iter 10 value 12.551083  
## iter 20 value 0.420237  
## iter 30 value 0.009947  
## iter 40 value 0.001590  
## iter 50 value 0.000246  
## final value 0.000100   
## converged  
## # weights: 19  
## initial value 115.553614   
## iter 10 value 43.348252  
## iter 20 value 26.458326  
## iter 30 value 23.239708  
## iter 40 value 23.231805  
## iter 40 value 23.231805  
## final value 23.231805   
## converged  
## # weights: 37  
## initial value 118.646877   
## iter 10 value 33.758835  
## iter 20 value 18.311108  
## iter 30 value 17.181259  
## iter 40 value 16.856418  
## iter 50 value 16.546184  
## iter 60 value 16.463088  
## iter 70 value 16.462741  
## iter 70 value 16.462741  
## iter 70 value 16.462741  
## final value 16.462741   
## converged  
## # weights: 55  
## initial value 153.806762   
## iter 10 value 26.689947  
## iter 20 value 17.924903  
## iter 30 value 15.656079  
## iter 40 value 15.297448  
## iter 50 value 14.764183  
## iter 60 value 14.573282  
## iter 70 value 14.513373  
## iter 80 value 14.512316  
## iter 90 value 14.512310  
## iter 90 value 14.512309  
## iter 90 value 14.512309  
## final value 14.512309   
## converged  
## # weights: 73  
## initial value 151.158454   
## iter 10 value 27.163076  
## iter 20 value 16.670173  
## iter 30 value 14.602538  
## iter 40 value 14.083810  
## iter 50 value 13.956577  
## iter 60 value 13.951168  
## iter 70 value 13.950410  
## iter 80 value 13.950284  
## final value 13.950280   
## converged  
## # weights: 91  
## initial value 117.640919   
## iter 10 value 22.234387  
## iter 20 value 17.414965  
## iter 30 value 14.637461  
## iter 40 value 13.937706  
## iter 50 value 13.791866  
## iter 60 value 13.638911  
## iter 70 value 13.499206  
## iter 80 value 13.330663  
## iter 90 value 13.256412  
## iter 100 value 13.252970  
## final value 13.252970   
## stopped after 100 iterations  
## # weights: 109  
## initial value 121.362170   
## iter 10 value 21.873542  
## iter 20 value 15.617699  
## iter 30 value 14.084906  
## iter 40 value 13.390871  
## iter 50 value 13.301491  
## iter 60 value 13.238672  
## iter 70 value 13.187306  
## iter 80 value 13.056229  
## iter 90 value 13.027166  
## iter 100 value 12.901957  
## final value 12.901957   
## stopped after 100 iterations  
## # weights: 127  
## initial value 119.833695   
## iter 10 value 25.719706  
## iter 20 value 18.098562  
## iter 30 value 15.219083  
## iter 40 value 14.472910  
## iter 50 value 14.197800  
## iter 60 value 13.830544  
## iter 70 value 13.484411  
## iter 80 value 13.331764  
## iter 90 value 13.320380  
## iter 100 value 13.285731  
## final value 13.285731   
## stopped after 100 iterations  
## # weights: 145  
## initial value 134.082684   
## iter 10 value 20.823267  
## iter 20 value 14.471242  
## iter 30 value 13.152641  
## iter 40 value 12.828265  
## iter 50 value 12.768393  
## iter 60 value 12.763143  
## iter 70 value 12.762348  
## iter 80 value 12.761700  
## iter 90 value 12.752248  
## iter 100 value 12.735142  
## final value 12.735142   
## stopped after 100 iterations  
## # weights: 163  
## initial value 110.895376   
## iter 10 value 22.039981  
## iter 20 value 14.593597  
## iter 30 value 13.133385  
## iter 40 value 12.823605  
## iter 50 value 12.749614  
## iter 60 value 12.681780  
## iter 70 value 12.644249  
## iter 80 value 12.641204  
## iter 90 value 12.640150  
## iter 100 value 12.639777  
## final value 12.639777   
## stopped after 100 iterations  
## # weights: 181  
## initial value 126.379786   
## iter 10 value 30.711016  
## iter 20 value 17.281883  
## iter 30 value 14.375464  
## iter 40 value 13.100148  
## iter 50 value 12.798985  
## iter 60 value 12.624722  
## iter 70 value 12.585049  
## iter 80 value 12.577761  
## iter 90 value 12.576075  
## iter 100 value 12.574990  
## final value 12.574990   
## stopped after 100 iterations  
## # weights: 199  
## initial value 136.920381   
## iter 10 value 22.576542  
## iter 20 value 15.281403  
## iter 30 value 13.447299  
## iter 40 value 12.874422  
## iter 50 value 12.666934  
## iter 60 value 12.572379  
## iter 70 value 12.546981  
## iter 80 value 12.531788  
## iter 90 value 12.527546  
## iter 100 value 12.525200  
## final value 12.525200   
## stopped after 100 iterations  
## # weights: 217  
## initial value 118.873549   
## iter 10 value 21.267647  
## iter 20 value 14.220062  
## iter 30 value 13.076626  
## iter 40 value 12.768089  
## iter 50 value 12.616431  
## iter 60 value 12.593053  
## iter 70 value 12.588656  
## iter 80 value 12.579228  
## iter 90 value 12.576378  
## iter 100 value 12.575962  
## final value 12.575962   
## stopped after 100 iterations  
## # weights: 235  
## initial value 167.140454   
## iter 10 value 19.003040  
## iter 20 value 14.030584  
## iter 30 value 12.873349  
## iter 40 value 12.597185  
## iter 50 value 12.533018  
## iter 60 value 12.517938  
## iter 70 value 12.513708  
## iter 80 value 12.512225  
## iter 90 value 12.511397  
## iter 100 value 12.511271  
## final value 12.511271   
## stopped after 100 iterations  
## # weights: 253  
## initial value 141.777262   
## iter 10 value 26.692664  
## iter 20 value 15.385281  
## iter 30 value 13.304350  
## iter 40 value 12.837181  
## iter 50 value 12.620213  
## iter 60 value 12.537543  
## iter 70 value 12.514024  
## iter 80 value 12.492874  
## iter 90 value 12.489449  
## iter 100 value 12.485735  
## final value 12.485735   
## stopped after 100 iterations  
## # weights: 271  
## initial value 126.257764   
## iter 10 value 20.018998  
## iter 20 value 14.065335  
## iter 30 value 12.902100  
## iter 40 value 12.582055  
## iter 50 value 12.522259  
## iter 60 value 12.514396  
## iter 70 value 12.508096  
## iter 80 value 12.494068  
## iter 90 value 12.482921  
## iter 100 value 12.478855  
## final value 12.478855   
## stopped after 100 iterations  
## # weights: 289  
## initial value 127.372184   
## iter 10 value 20.607255  
## iter 20 value 14.831377  
## iter 30 value 13.143497  
## iter 40 value 12.713289  
## iter 50 value 12.582592  
## iter 60 value 12.544992  
## iter 70 value 12.534077  
## iter 80 value 12.528351  
## iter 90 value 12.518600  
## iter 100 value 12.513608  
## final value 12.513608   
## stopped after 100 iterations  
## # weights: 307  
## initial value 120.053838   
## iter 10 value 24.019587  
## iter 20 value 14.921083  
## iter 30 value 12.910377  
## iter 40 value 12.653260  
## iter 50 value 12.541840  
## iter 60 value 12.504721  
## iter 70 value 12.490135  
## iter 80 value 12.479489  
## iter 90 value 12.460434  
## iter 100 value 12.453400  
## final value 12.453400   
## stopped after 100 iterations  
## # weights: 325  
## initial value 104.714333   
## iter 10 value 19.837898  
## iter 20 value 13.921495  
## iter 30 value 12.838224  
## iter 40 value 12.559828  
## iter 50 value 12.482418  
## iter 60 value 12.471693  
## iter 70 value 12.468814  
## iter 80 value 12.468113  
## iter 90 value 12.467884  
## iter 100 value 12.467746  
## final value 12.467746   
## stopped after 100 iterations  
## # weights: 343  
## initial value 120.639422   
## iter 10 value 24.493969  
## iter 20 value 14.280457  
## iter 30 value 12.962770  
## iter 40 value 12.747048  
## iter 50 value 12.602392  
## iter 60 value 12.568076  
## iter 70 value 12.533353  
## iter 80 value 12.470354  
## iter 90 value 12.455072  
## iter 100 value 12.451478  
## final value 12.451478   
## stopped after 100 iterations  
## # weights: 361  
## initial value 113.333816   
## iter 10 value 19.549557  
## iter 20 value 13.654439  
## iter 30 value 12.804512  
## iter 40 value 12.562101  
## iter 50 value 12.508136  
## iter 60 value 12.497571  
## iter 70 value 12.492850  
## iter 80 value 12.490428  
## iter 90 value 12.488638  
## iter 100 value 12.487685  
## final value 12.487685   
## stopped after 100 iterations  
## # weights: 19  
## initial value 114.701461   
## iter 10 value 35.645733  
## iter 20 value 28.482656  
## iter 30 value 27.819828  
## final value 27.819827   
## converged  
## # weights: 37  
## initial value 112.567798   
## iter 10 value 37.762450  
## iter 20 value 25.881995  
## iter 30 value 22.860474  
## iter 40 value 22.494965  
## iter 50 value 22.490953  
## final value 22.490944   
## converged  
## # weights: 55  
## initial value 110.158822   
## iter 10 value 39.993312  
## iter 20 value 22.776548  
## iter 30 value 21.011547  
## iter 40 value 20.770072  
## iter 50 value 20.765923  
## final value 20.765895   
## converged  
## # weights: 73  
## initial value 106.126136   
## iter 10 value 27.076555  
## iter 20 value 21.313633  
## iter 30 value 20.505432  
## iter 40 value 20.331997  
## iter 50 value 20.309380  
## iter 60 value 20.300775  
## iter 70 value 20.298237  
## final value 20.298003   
## converged  
## # weights: 91  
## initial value 123.185609   
## iter 10 value 31.013196  
## iter 20 value 22.202471  
## iter 30 value 20.922332  
## iter 40 value 20.231813  
## iter 50 value 20.075012  
## iter 60 value 20.012179  
## iter 70 value 20.001676  
## iter 80 value 20.000866  
## final value 20.000863   
## converged  
## # weights: 109  
## initial value 114.861338   
## iter 10 value 24.410186  
## iter 20 value 21.032625  
## iter 30 value 20.214600  
## iter 40 value 19.942319  
## iter 50 value 19.883342  
## iter 60 value 19.826826  
## iter 70 value 19.757873  
## iter 80 value 19.750770  
## iter 90 value 19.750569  
## final value 19.750565   
## converged  
## # weights: 127  
## initial value 123.794712   
## iter 10 value 30.104280  
## iter 20 value 22.419252  
## iter 30 value 20.678656  
## iter 40 value 20.217619  
## iter 50 value 19.911062  
## iter 60 value 19.615097  
## iter 70 value 19.575228  
## iter 80 value 19.566557  
## iter 90 value 19.538501  
## iter 100 value 19.536128  
## final value 19.536128   
## stopped after 100 iterations  
## # weights: 145  
## initial value 136.128398   
## iter 10 value 43.777328  
## iter 20 value 21.998478  
## iter 30 value 20.253791  
## iter 40 value 19.718063  
## iter 50 value 19.477603  
## iter 60 value 19.429571  
## iter 70 value 19.394577  
## iter 80 value 19.332873  
## iter 90 value 19.324608  
## iter 100 value 19.324362  
## final value 19.324362   
## stopped after 100 iterations  
## # weights: 163  
## initial value 121.377078   
## iter 10 value 29.567668  
## iter 20 value 20.828421  
## iter 30 value 19.772307  
## iter 40 value 19.587166  
## iter 50 value 19.495810  
## iter 60 value 19.471661  
## iter 70 value 19.467721  
## iter 80 value 19.466951  
## iter 90 value 19.466329  
## iter 100 value 19.466274  
## final value 19.466274   
## stopped after 100 iterations  
## # weights: 181  
## initial value 115.760019   
## iter 10 value 26.037646  
## iter 20 value 20.492208  
## iter 30 value 19.659196  
## iter 40 value 19.501271  
## iter 50 value 19.408289  
## iter 60 value 19.366006  
## iter 70 value 19.357809  
## iter 80 value 19.350358  
## iter 90 value 19.345089  
## iter 100 value 19.344057  
## final value 19.344057   
## stopped after 100 iterations  
## # weights: 199  
## initial value 141.643636   
## iter 10 value 31.294238  
## iter 20 value 21.080380  
## iter 30 value 19.857097  
## iter 40 value 19.590844  
## iter 50 value 19.557088  
## iter 60 value 19.551116  
## iter 70 value 19.548502  
## iter 80 value 19.548214  
## iter 90 value 19.548100  
## iter 100 value 19.548084  
## final value 19.548084   
## stopped after 100 iterations  
## # weights: 217  
## initial value 123.394616   
## iter 10 value 24.785316  
## iter 20 value 20.087390  
## iter 30 value 19.544537  
## iter 40 value 19.349212  
## iter 50 value 19.228569  
## iter 60 value 19.197791  
## iter 70 value 19.186735  
## iter 80 value 19.159393  
## iter 90 value 19.156401  
## iter 100 value 19.155775  
## final value 19.155775   
## stopped after 100 iterations  
## # weights: 235  
## initial value 149.587606   
## iter 10 value 26.067687  
## iter 20 value 20.447015  
## iter 30 value 19.660772  
## iter 40 value 19.484606  
## iter 50 value 19.424153  
## iter 60 value 19.321753  
## iter 70 value 19.293203  
## iter 80 value 19.257209  
## iter 90 value 19.164654  
## iter 100 value 19.140422  
## final value 19.140422   
## stopped after 100 iterations  
## # weights: 253  
## initial value 120.761870   
## iter 10 value 29.325013  
## iter 20 value 20.102531  
## iter 30 value 19.443213  
## iter 40 value 19.262829  
## iter 50 value 19.156660  
## iter 60 value 19.128311  
## iter 70 value 19.121689  
## iter 80 value 19.120934  
## iter 90 value 19.120779  
## iter 100 value 19.120731  
## final value 19.120731   
## stopped after 100 iterations  
## # weights: 271  
## initial value 129.884378   
## iter 10 value 29.964784  
## iter 20 value 20.114955  
## iter 30 value 19.342410  
## iter 40 value 19.147942  
## iter 50 value 19.120638  
## iter 60 value 19.113537  
## iter 70 value 19.111010  
## iter 80 value 19.109156  
## iter 90 value 19.108986  
## iter 100 value 19.108924  
## final value 19.108924   
## stopped after 100 iterations  
## # weights: 289  
## initial value 93.245883   
## iter 10 value 33.503613  
## iter 20 value 20.922989  
## iter 30 value 19.524406  
## iter 40 value 19.319513  
## iter 50 value 19.258141  
## iter 60 value 19.239474  
## iter 70 value 19.232035  
## iter 80 value 19.230809  
## iter 90 value 19.230385  
## iter 100 value 19.230285  
## final value 19.230285   
## stopped after 100 iterations  
## # weights: 307  
## initial value 100.088320   
## iter 10 value 26.411883  
## iter 20 value 20.735558  
## iter 30 value 19.652533  
## iter 40 value 19.398106  
## iter 50 value 19.306920  
## iter 60 value 19.151724  
## iter 70 value 19.111526  
## iter 80 value 19.101787  
## iter 90 value 19.094415  
## iter 100 value 19.090392  
## final value 19.090392   
## stopped after 100 iterations  
## # weights: 325  
## initial value 109.422027   
## iter 10 value 25.152988  
## iter 20 value 20.403173  
## iter 30 value 19.538622  
## iter 40 value 19.317742  
## iter 50 value 19.211302  
## iter 60 value 19.113359  
## iter 70 value 19.095324  
## iter 80 value 19.091334  
## iter 90 value 19.090999  
## iter 100 value 19.090953  
## final value 19.090953   
## stopped after 100 iterations  
## # weights: 343  
## initial value 128.851552   
## iter 10 value 24.069127  
## iter 20 value 19.808241  
## iter 30 value 19.425147  
## iter 40 value 19.239768  
## iter 50 value 19.153846  
## iter 60 value 19.130637  
## iter 70 value 19.112686  
## iter 80 value 19.108156  
## iter 90 value 19.105634  
## iter 100 value 19.103654  
## final value 19.103654   
## stopped after 100 iterations  
## # weights: 361  
## initial value 155.314479   
## iter 10 value 27.122052  
## iter 20 value 19.927425  
## iter 30 value 19.356565  
## iter 40 value 19.165806  
## iter 50 value 19.119273  
## iter 60 value 19.097827  
## iter 70 value 19.096043  
## iter 80 value 19.095738  
## iter 90 value 19.095603  
## iter 100 value 19.095574  
## final value 19.095574   
## stopped after 100 iterations  
## # weights: 19  
## initial value 116.360918   
## iter 10 value 31.941296  
## iter 20 value 21.917628  
## iter 30 value 16.511720  
## iter 40 value 16.389421  
## iter 50 value 16.312872  
## iter 60 value 16.273204  
## iter 70 value 16.272858  
## iter 80 value 16.272373  
## iter 90 value 16.272153  
## final value 16.272024   
## converged  
## # weights: 37  
## initial value 121.905360   
## iter 10 value 33.345100  
## iter 20 value 18.103398  
## iter 30 value 14.248286  
## iter 40 value 12.485465  
## iter 50 value 9.707894  
## iter 60 value 8.225760  
## iter 70 value 8.184252  
## iter 80 value 8.152574  
## iter 90 value 7.264559  
## iter 100 value 7.231560  
## final value 7.231560   
## stopped after 100 iterations  
## # weights: 55  
## initial value 138.932546   
## iter 10 value 24.203591  
## iter 20 value 15.116167  
## iter 30 value 6.437389  
## iter 40 value 3.514772  
## iter 50 value 0.068680  
## iter 60 value 0.005116  
## iter 70 value 0.002370  
## iter 80 value 0.001663  
## iter 90 value 0.001235  
## iter 100 value 0.000899  
## final value 0.000899   
## stopped after 100 iterations  
## # weights: 73  
## initial value 135.993246   
## iter 10 value 34.150321  
## iter 20 value 8.880417  
## iter 30 value 4.943676  
## iter 40 value 4.795856  
## iter 50 value 4.780750  
## iter 60 value 4.780389  
## iter 70 value 4.780363  
## final value 4.780358   
## converged  
## # weights: 91  
## initial value 117.349304   
## iter 10 value 12.664460  
## iter 20 value 2.415749  
## iter 30 value 1.926465  
## iter 40 value 1.910041  
## iter 50 value 1.909616  
## iter 60 value 1.909574  
## final value 1.909547   
## converged  
## # weights: 109  
## initial value 120.281304   
## iter 10 value 20.624119  
## iter 20 value 10.311031  
## iter 30 value 7.751264  
## iter 40 value 6.928172  
## iter 50 value 5.850285  
## iter 60 value 3.886171  
## iter 70 value 3.279153  
## iter 80 value 2.533892  
## iter 90 value 2.521185  
## iter 100 value 2.512661  
## final value 2.512661   
## stopped after 100 iterations  
## # weights: 127  
## initial value 126.021366   
## iter 10 value 15.022623  
## iter 20 value 0.691522  
## iter 30 value 0.006652  
## iter 40 value 0.000141  
## final value 0.000067   
## converged  
## # weights: 145  
## initial value 149.173083   
## iter 10 value 16.850799  
## iter 20 value 3.133239  
## iter 30 value 0.048842  
## iter 40 value 0.000540  
## final value 0.000073   
## converged  
## # weights: 163  
## initial value 113.951102   
## iter 10 value 10.754285  
## iter 20 value 0.293495  
## iter 30 value 0.003299  
## iter 40 value 0.000131  
## iter 40 value 0.000085  
## iter 40 value 0.000084  
## final value 0.000084   
## converged  
## # weights: 181  
## initial value 134.224699   
## iter 10 value 14.683246  
## iter 20 value 1.090192  
## iter 30 value 0.003010  
## iter 40 value 0.000112  
## iter 40 value 0.000060  
## iter 40 value 0.000059  
## final value 0.000059   
## converged  
## # weights: 199  
## initial value 99.381721   
## iter 10 value 12.102339  
## iter 20 value 0.206909  
## iter 30 value 0.003486  
## final value 0.000093   
## converged  
## # weights: 217  
## initial value 130.743490   
## iter 10 value 13.771817  
## iter 20 value 0.691737  
## iter 30 value 0.005849  
## final value 0.000088   
## converged  
## # weights: 235  
## initial value 118.454509   
## iter 10 value 14.388921  
## iter 20 value 1.773937  
## iter 30 value 0.219875  
## iter 40 value 0.037486  
## iter 50 value 0.010271  
## iter 60 value 0.001052  
## iter 70 value 0.000641  
## iter 80 value 0.000367  
## iter 90 value 0.000140  
## iter 90 value 0.000097  
## iter 90 value 0.000097  
## final value 0.000097   
## converged  
## # weights: 253  
## initial value 133.879414   
## iter 10 value 11.526728  
## iter 20 value 0.659118  
## iter 30 value 0.007536  
## iter 40 value 0.000463  
## iter 50 value 0.000103  
## iter 50 value 0.000058  
## iter 50 value 0.000058  
## final value 0.000058   
## converged  
## # weights: 271  
## initial value 132.332682   
## iter 10 value 9.258982  
## iter 20 value 0.223685  
## iter 30 value 0.006858  
## iter 40 value 0.000650  
## iter 50 value 0.000174  
## final value 0.000095   
## converged  
## # weights: 289  
## initial value 126.605296   
## iter 10 value 16.350166  
## iter 20 value 1.550499  
## iter 30 value 0.033960  
## iter 40 value 0.000882  
## iter 50 value 0.000212  
## iter 60 value 0.000179  
## final value 0.000098   
## converged  
## # weights: 307  
## initial value 143.423148   
## iter 10 value 13.265058  
## iter 20 value 0.340201  
## iter 30 value 0.002522  
## final value 0.000088   
## converged  
## # weights: 325  
## initial value 254.448567   
## iter 10 value 7.078393  
## iter 20 value 0.055397  
## iter 30 value 0.002226  
## iter 40 value 0.000148  
## final value 0.000099   
## converged  
## # weights: 343  
## initial value 125.865642   
## iter 10 value 10.420225  
## iter 20 value 0.497318  
## iter 30 value 0.012888  
## iter 40 value 0.002343  
## iter 50 value 0.000177  
## final value 0.000097   
## converged  
## # weights: 361  
## initial value 116.378726   
## iter 10 value 13.107416  
## iter 20 value 0.164748  
## iter 30 value 0.001526  
## iter 40 value 0.000147  
## iter 40 value 0.000094  
## iter 40 value 0.000093  
## final value 0.000093   
## converged  
## # weights: 19  
## initial value 117.467416   
## iter 10 value 47.548096  
## iter 20 value 31.875194  
## iter 30 value 26.509080  
## iter 40 value 26.498425  
## iter 40 value 26.498425  
## final value 26.498425   
## converged  
## # weights: 37  
## initial value 128.242221   
## iter 10 value 30.419750  
## iter 20 value 21.381058  
## iter 30 value 19.923946  
## iter 40 value 19.606068  
## iter 50 value 19.596422  
## iter 60 value 19.591094  
## final value 19.590788   
## converged  
## # weights: 55  
## initial value 127.697757   
## iter 10 value 36.260244  
## iter 20 value 22.773322  
## iter 30 value 17.542727  
## iter 40 value 15.524848  
## iter 50 value 15.327343  
## iter 60 value 15.306367  
## iter 70 value 15.303742  
## iter 80 value 15.303270  
## final value 15.303268   
## converged  
## # weights: 73  
## initial value 117.191405   
## iter 10 value 23.327418  
## iter 20 value 16.950151  
## iter 30 value 15.385979  
## iter 40 value 15.123455  
## iter 50 value 14.878803  
## iter 60 value 14.798694  
## iter 70 value 14.785623  
## iter 80 value 14.785120  
## final value 14.785119   
## converged  
## # weights: 91  
## initial value 146.542445   
## iter 10 value 46.032205  
## iter 20 value 19.799161  
## iter 30 value 15.900497  
## iter 40 value 14.971398  
## iter 50 value 14.842090  
## iter 60 value 14.802961  
## iter 70 value 14.802249  
## iter 80 value 14.801763  
## final value 14.801748   
## converged  
## # weights: 109  
## initial value 134.623797   
## iter 10 value 37.027415  
## iter 20 value 18.546226  
## iter 30 value 14.695197  
## iter 40 value 13.795461  
## iter 50 value 13.742890  
## iter 60 value 13.517135  
## iter 70 value 13.448752  
## iter 80 value 13.439524  
## iter 90 value 13.439383  
## iter 90 value 13.439382  
## iter 90 value 13.439382  
## final value 13.439382   
## converged  
## # weights: 127  
## initial value 122.585372   
## iter 10 value 28.363614  
## iter 20 value 18.923997  
## iter 30 value 15.580791  
## iter 40 value 14.133156  
## iter 50 value 13.703786  
## iter 60 value 13.356202  
## iter 70 value 13.317587  
## iter 80 value 13.296950  
## iter 90 value 13.293275  
## iter 100 value 13.293075  
## final value 13.293075   
## stopped after 100 iterations  
## # weights: 145  
## initial value 128.672697   
## iter 10 value 25.093405  
## iter 20 value 16.268130  
## iter 30 value 14.183270  
## iter 40 value 13.818481  
## iter 50 value 13.479491  
## iter 60 value 13.347885  
## iter 70 value 13.291586  
## iter 80 value 13.283189  
## iter 90 value 13.278450  
## iter 100 value 13.271472  
## final value 13.271472   
## stopped after 100 iterations  
## # weights: 163  
## initial value 131.927293   
## iter 10 value 24.307794  
## iter 20 value 17.266541  
## iter 30 value 15.169620  
## iter 40 value 14.294430  
## iter 50 value 13.764030  
## iter 60 value 13.608864  
## iter 70 value 13.495635  
## iter 80 value 13.365898  
## iter 90 value 13.335286  
## iter 100 value 13.332203  
## final value 13.332203   
## stopped after 100 iterations  
## # weights: 181  
## initial value 112.352474   
## iter 10 value 31.474423  
## iter 20 value 18.635689  
## iter 30 value 15.199123  
## iter 40 value 14.491808  
## iter 50 value 14.023927  
## iter 60 value 13.858640  
## iter 70 value 13.788002  
## iter 80 value 13.637983  
## iter 90 value 13.392979  
## iter 100 value 13.258672  
## final value 13.258672   
## stopped after 100 iterations  
## # weights: 199  
## initial value 117.190589   
## iter 10 value 33.698475  
## iter 20 value 18.797723  
## iter 30 value 15.040351  
## iter 40 value 13.780053  
## iter 50 value 13.348954  
## iter 60 value 13.251172  
## iter 70 value 13.172315  
## iter 80 value 13.142380  
## iter 90 value 13.114088  
## iter 100 value 13.096615  
## final value 13.096615   
## stopped after 100 iterations  
## # weights: 217  
## initial value 172.704598   
## iter 10 value 20.265460  
## iter 20 value 14.324544  
## iter 30 value 13.496060  
## iter 40 value 13.276783  
## iter 50 value 13.189506  
## iter 60 value 13.179490  
## iter 70 value 13.174449  
## iter 80 value 13.170176  
## iter 90 value 13.166236  
## iter 100 value 13.162120  
## final value 13.162120   
## stopped after 100 iterations  
## # weights: 235  
## initial value 142.809457   
## iter 10 value 23.696683  
## iter 20 value 16.808191  
## iter 30 value 14.079577  
## iter 40 value 13.755485  
## iter 50 value 13.462587  
## iter 60 value 13.300138  
## iter 70 value 13.241289  
## iter 80 value 13.219406  
## iter 90 value 13.209544  
## iter 100 value 13.202414  
## final value 13.202414   
## stopped after 100 iterations  
## # weights: 253  
## initial value 122.459041   
## iter 10 value 21.207522  
## iter 20 value 15.225544  
## iter 30 value 13.886849  
## iter 40 value 13.600713  
## iter 50 value 13.534496  
## iter 60 value 13.364085  
## iter 70 value 13.258463  
## iter 80 value 13.219546  
## iter 90 value 13.207056  
## iter 100 value 13.200609  
## final value 13.200609   
## stopped after 100 iterations  
## # weights: 271  
## initial value 155.291557   
## iter 10 value 25.852245  
## iter 20 value 15.151096  
## iter 30 value 13.658041  
## iter 40 value 13.268223  
## iter 50 value 13.209320  
## iter 60 value 13.204127  
## iter 70 value 13.200754  
## iter 80 value 13.199043  
## iter 90 value 13.198098  
## iter 100 value 13.197474  
## final value 13.197474   
## stopped after 100 iterations  
## # weights: 289  
## initial value 161.211695   
## iter 10 value 19.901385  
## iter 20 value 14.824067  
## iter 30 value 13.647128  
## iter 40 value 13.263114  
## iter 50 value 13.190648  
## iter 60 value 13.162520  
## iter 70 value 13.155636  
## iter 80 value 13.153180  
## iter 90 value 13.150781  
## iter 100 value 13.122797  
## final value 13.122797   
## stopped after 100 iterations  
## # weights: 307  
## initial value 125.096757   
## iter 10 value 22.301614  
## iter 20 value 15.064759  
## iter 30 value 13.784577  
## iter 40 value 13.299733  
## iter 50 value 13.142310  
## iter 60 value 13.094242  
## iter 70 value 13.021850  
## iter 80 value 12.981970  
## iter 90 value 12.971519  
## iter 100 value 12.968649  
## final value 12.968649   
## stopped after 100 iterations  
## # weights: 325  
## initial value 152.960127   
## iter 10 value 32.911402  
## iter 20 value 17.073205  
## iter 30 value 14.300262  
## iter 40 value 13.534615  
## iter 50 value 13.282686  
## iter 60 value 13.213261  
## iter 70 value 13.190230  
## iter 80 value 13.178516  
## iter 90 value 13.172344  
## iter 100 value 13.168929  
## final value 13.168929   
## stopped after 100 iterations  
## # weights: 343  
## initial value 140.855201   
## iter 10 value 39.105454  
## iter 20 value 19.852825  
## iter 30 value 14.817641  
## iter 40 value 13.949879  
## iter 50 value 13.520293  
## iter 60 value 13.240110  
## iter 70 value 13.167955  
## iter 80 value 13.141825  
## iter 90 value 13.125807  
## iter 100 value 13.117334  
## final value 13.117334   
## stopped after 100 iterations  
## # weights: 361  
## initial value 181.693394   
## iter 10 value 34.708362  
## iter 20 value 19.975680  
## iter 30 value 15.103609  
## iter 40 value 13.782057  
## iter 50 value 13.328045  
## iter 60 value 13.224491  
## iter 70 value 13.119714  
## iter 80 value 13.040823  
## iter 90 value 13.005653  
## iter 100 value 13.000286  
## final value 13.000286   
## stopped after 100 iterations  
## # weights: 19  
## initial value 126.030984   
## iter 10 value 61.345736  
## iter 20 value 34.895482  
## iter 30 value 30.860901  
## iter 40 value 30.798640  
## iter 50 value 30.797995  
## iter 60 value 30.797952  
## final value 30.797952   
## converged  
## # weights: 37  
## initial value 109.944765   
## iter 10 value 32.439805  
## iter 20 value 27.093978  
## iter 30 value 25.611397  
## iter 40 value 25.548647  
## final value 25.548486   
## converged  
## # weights: 55  
## initial value 121.197847   
## iter 10 value 34.109459  
## iter 20 value 25.349677  
## iter 30 value 22.849008  
## iter 40 value 21.817579  
## iter 50 value 21.773650  
## iter 60 value 21.772044  
## final value 21.772039   
## converged  
## # weights: 73  
## initial value 129.524251   
## iter 10 value 43.001357  
## iter 20 value 24.889669  
## iter 30 value 23.170320  
## iter 40 value 22.622666  
## iter 50 value 22.429053  
## iter 60 value 22.427839  
## final value 22.427821   
## converged  
## # weights: 91  
## initial value 131.430292   
## iter 10 value 31.348332  
## iter 20 value 23.408446  
## iter 30 value 21.545140  
## iter 40 value 21.127053  
## iter 50 value 20.874119  
## iter 60 value 20.767322  
## iter 70 value 20.750094  
## iter 80 value 20.745583  
## iter 90 value 20.742863  
## iter 100 value 20.738362  
## final value 20.738362   
## stopped after 100 iterations  
## # weights: 109  
## initial value 115.756589   
## iter 10 value 35.091307  
## iter 20 value 22.340438  
## iter 30 value 21.006658  
## iter 40 value 20.884924  
## iter 50 value 20.859931  
## iter 60 value 20.858750  
## iter 70 value 20.858700  
## iter 80 value 20.858648  
## final value 20.858647   
## converged  
## # weights: 127  
## initial value 100.757651   
## iter 10 value 31.906659  
## iter 20 value 22.070459  
## iter 30 value 20.777431  
## iter 40 value 20.582068  
## iter 50 value 20.532379  
## iter 60 value 20.526526  
## iter 70 value 20.525579  
## iter 80 value 20.525507  
## iter 80 value 20.525507  
## iter 80 value 20.525507  
## final value 20.525507   
## converged  
## # weights: 145  
## initial value 109.961155   
## iter 10 value 27.959444  
## iter 20 value 21.857191  
## iter 30 value 20.880960  
## iter 40 value 20.425628  
## iter 50 value 20.340545  
## iter 60 value 20.299716  
## iter 70 value 20.293793  
## iter 80 value 20.288193  
## iter 90 value 20.281309  
## iter 100 value 20.280233  
## final value 20.280233   
## stopped after 100 iterations  
## # weights: 163  
## initial value 131.569215   
## iter 10 value 26.032138  
## iter 20 value 21.300273  
## iter 30 value 20.440218  
## iter 40 value 20.225323  
## iter 50 value 20.165608  
## iter 60 value 20.145073  
## iter 70 value 20.139981  
## iter 80 value 20.138872  
## iter 90 value 20.138750  
## iter 100 value 20.138735  
## final value 20.138735   
## stopped after 100 iterations  
## # weights: 181  
## initial value 120.400739   
## iter 10 value 23.952770  
## iter 20 value 20.921741  
## iter 30 value 20.313245  
## iter 40 value 20.123965  
## iter 50 value 20.093086  
## iter 60 value 20.072373  
## iter 70 value 20.054188  
## iter 80 value 20.052750  
## iter 90 value 20.052574  
## iter 100 value 20.052536  
## final value 20.052536   
## stopped after 100 iterations  
## # weights: 199  
## initial value 107.440511   
## iter 10 value 26.532130  
## iter 20 value 21.735134  
## iter 30 value 20.845209  
## iter 40 value 20.461545  
## iter 50 value 20.128982  
## iter 60 value 20.053331  
## iter 70 value 20.035741  
## iter 80 value 20.034303  
## iter 90 value 20.034070  
## iter 100 value 20.033883  
## final value 20.033883   
## stopped after 100 iterations  
## # weights: 217  
## initial value 164.912187   
## iter 10 value 31.095227  
## iter 20 value 21.503775  
## iter 30 value 20.292033  
## iter 40 value 20.098648  
## iter 50 value 20.077427  
## iter 60 value 20.071837  
## iter 70 value 20.069656  
## iter 80 value 20.068636  
## iter 90 value 20.067888  
## iter 100 value 20.065090  
## final value 20.065090   
## stopped after 100 iterations  
## # weights: 235  
## initial value 123.787526   
## iter 10 value 27.321642  
## iter 20 value 21.329607  
## iter 30 value 20.371138  
## iter 40 value 20.155267  
## iter 50 value 20.015694  
## iter 60 value 19.994575  
## iter 70 value 19.988751  
## iter 80 value 19.987969  
## iter 90 value 19.987852  
## iter 100 value 19.987815  
## final value 19.987815   
## stopped after 100 iterations  
## # weights: 253  
## initial value 131.349997   
## iter 10 value 33.042478  
## iter 20 value 22.424959  
## iter 30 value 20.389393  
## iter 40 value 20.168282  
## iter 50 value 20.126878  
## iter 60 value 20.110189  
## iter 70 value 20.091424  
## iter 80 value 20.088650  
## iter 90 value 20.088307  
## iter 100 value 20.088230  
## final value 20.088230   
## stopped after 100 iterations  
## # weights: 271  
## initial value 127.371754   
## iter 10 value 24.320640  
## iter 20 value 20.871721  
## iter 30 value 20.322872  
## iter 40 value 20.113019  
## iter 50 value 20.084812  
## iter 60 value 20.079933  
## iter 70 value 20.079023  
## iter 80 value 20.078563  
## iter 90 value 20.078286  
## iter 100 value 20.078206  
## final value 20.078206   
## stopped after 100 iterations  
## # weights: 289  
## initial value 142.491713   
## iter 10 value 25.572772  
## iter 20 value 21.262660  
## iter 30 value 20.496430  
## iter 40 value 20.173622  
## iter 50 value 20.004179  
## iter 60 value 19.978078  
## iter 70 value 19.951241  
## iter 80 value 19.926678  
## iter 90 value 19.911300  
## iter 100 value 19.907492  
## final value 19.907492   
## stopped after 100 iterations  
## # weights: 307  
## initial value 136.581311   
## iter 10 value 26.950286  
## iter 20 value 21.177495  
## iter 30 value 20.390116  
## iter 40 value 20.164901  
## iter 50 value 20.086851  
## iter 60 value 20.047824  
## iter 70 value 20.037703  
## iter 80 value 20.032449  
## iter 90 value 20.017552  
## iter 100 value 20.015780  
## final value 20.015780   
## stopped after 100 iterations  
## # weights: 325  
## initial value 126.119504   
## iter 10 value 31.494532  
## iter 20 value 22.111674  
## iter 30 value 20.465641  
## iter 40 value 20.169875  
## iter 50 value 20.090789  
## iter 60 value 20.061967  
## iter 70 value 20.054612  
## iter 80 value 20.034240  
## iter 90 value 20.025804  
## iter 100 value 20.022554  
## final value 20.022554   
## stopped after 100 iterations  
## # weights: 343  
## initial value 116.184230   
## iter 10 value 28.271446  
## iter 20 value 21.524509  
## iter 30 value 20.455545  
## iter 40 value 19.998847  
## iter 50 value 19.915999  
## iter 60 value 19.887039  
## iter 70 value 19.878374  
## iter 80 value 19.876332  
## iter 90 value 19.876060  
## iter 100 value 19.875808  
## final value 19.875808   
## stopped after 100 iterations  
## # weights: 361  
## initial value 123.826615   
## iter 10 value 36.165177  
## iter 20 value 22.312774  
## iter 30 value 20.813418  
## iter 40 value 20.242805  
## iter 50 value 20.018325  
## iter 60 value 19.941435  
## iter 70 value 19.896262  
## iter 80 value 19.880603  
## iter 90 value 19.878291  
## iter 100 value 19.877488  
## final value 19.877488   
## stopped after 100 iterations  
## # weights: 19  
## initial value 120.218231   
## iter 10 value 41.644966  
## iter 20 value 23.062165  
## iter 30 value 13.475848  
## iter 40 value 13.093929  
## iter 50 value 13.053854  
## iter 60 value 13.051466  
## iter 70 value 13.050887  
## iter 80 value 13.050326  
## iter 90 value 13.050119  
## iter 100 value 13.049934  
## final value 13.049934   
## stopped after 100 iterations  
## # weights: 37  
## initial value 116.781845   
## iter 10 value 24.040495  
## iter 20 value 16.079279  
## iter 30 value 11.490939  
## iter 40 value 9.546869  
## iter 50 value 9.500078  
## iter 60 value 9.498968  
## final value 9.498963   
## converged  
## # weights: 55  
## initial value 119.329567   
## iter 10 value 15.431687  
## iter 20 value 8.843733  
## iter 30 value 1.661794  
## iter 40 value 0.058728  
## iter 50 value 0.021205  
## iter 60 value 0.009962  
## iter 70 value 0.006335  
## iter 80 value 0.003585  
## iter 90 value 0.001931  
## iter 100 value 0.001229  
## final value 0.001229   
## stopped after 100 iterations  
## # weights: 73  
## initial value 121.979617   
## iter 10 value 19.162263  
## iter 20 value 3.598278  
## iter 30 value 0.093253  
## iter 40 value 0.002063  
## final value 0.000071   
## converged  
## # weights: 91  
## initial value 119.310561   
## iter 10 value 17.359305  
## iter 20 value 2.052999  
## iter 30 value 0.030516  
## iter 40 value 0.000118  
## iter 40 value 0.000061  
## iter 40 value 0.000061  
## final value 0.000061   
## converged  
## # weights: 109  
## initial value 124.054874   
## iter 10 value 15.896605  
## iter 20 value 1.004287  
## iter 30 value 0.009494  
## iter 40 value 0.000192  
## final value 0.000095   
## converged  
## # weights: 127  
## initial value 124.455240   
## iter 10 value 13.160241  
## iter 20 value 0.847403  
## iter 30 value 0.032586  
## iter 40 value 0.000199  
## final value 0.000070   
## converged  
## # weights: 145  
## initial value 113.705470   
## iter 10 value 16.675055  
## iter 20 value 0.716515  
## iter 30 value 0.005347  
## iter 40 value 0.000270  
## final value 0.000100   
## converged  
## # weights: 163  
## initial value 128.675261   
## iter 10 value 10.619942  
## iter 20 value 0.339841  
## iter 30 value 0.006540  
## iter 40 value 0.000190  
## final value 0.000099   
## converged  
## # weights: 181  
## initial value 106.603374   
## iter 10 value 10.577883  
## iter 20 value 0.163101  
## iter 30 value 0.002999  
## final value 0.000056   
## converged  
## # weights: 199  
## initial value 202.251220   
## iter 10 value 7.248269  
## iter 20 value 0.671724  
## iter 30 value 0.019068  
## iter 40 value 0.001714  
## iter 50 value 0.000548  
## iter 60 value 0.000245  
## final value 0.000097   
## converged  
## # weights: 217  
## initial value 116.642195   
## iter 10 value 8.285603  
## iter 20 value 0.189271  
## iter 30 value 0.002820  
## final value 0.000075   
## converged  
## # weights: 235  
## initial value 113.951548   
## iter 10 value 13.640929  
## iter 20 value 0.433709  
## iter 30 value 0.008847  
## iter 40 value 0.000221  
## iter 50 value 0.000102  
## final value 0.000098   
## converged  
## # weights: 253  
## initial value 115.810528   
## iter 10 value 9.932005  
## iter 20 value 0.374417  
## iter 30 value 0.007106  
## iter 40 value 0.000252  
## final value 0.000078   
## converged  
## # weights: 271  
## initial value 111.694755   
## iter 10 value 10.428902  
## iter 20 value 0.687629  
## iter 30 value 0.022162  
## iter 40 value 0.002123  
## iter 50 value 0.000435  
## final value 0.000084   
## converged  
## # weights: 289  
## initial value 148.667654   
## iter 10 value 8.898520  
## iter 20 value 0.207378  
## iter 30 value 0.006669  
## iter 40 value 0.000826  
## iter 50 value 0.000152  
## final value 0.000091   
## converged  
## # weights: 307  
## initial value 121.280429   
## iter 10 value 11.419639  
## iter 20 value 0.149216  
## iter 30 value 0.000441  
## final value 0.000061   
## converged  
## # weights: 325  
## initial value 168.505489   
## iter 10 value 14.962740  
## iter 20 value 0.869363  
## iter 30 value 0.007086  
## iter 40 value 0.000481  
## final value 0.000100   
## converged  
## # weights: 343  
## initial value 105.800525   
## iter 10 value 10.287970  
## iter 20 value 0.662426  
## iter 30 value 0.010462  
## iter 40 value 0.002402  
## iter 50 value 0.000382  
## final value 0.000090   
## converged  
## # weights: 361  
## initial value 146.272501   
## iter 10 value 8.062379  
## iter 20 value 0.147673  
## iter 30 value 0.003374  
## iter 40 value 0.000842  
## iter 50 value 0.000107  
## iter 50 value 0.000089  
## iter 50 value 0.000088  
## final value 0.000088   
## converged  
## # weights: 19  
## initial value 120.725817   
## iter 10 value 39.950651  
## iter 20 value 23.381628  
## iter 30 value 22.827482  
## final value 22.827471   
## converged  
## # weights: 37  
## initial value 123.833183   
## iter 10 value 35.267090  
## iter 20 value 25.872796  
## iter 30 value 22.290855  
## iter 40 value 21.239208  
## iter 50 value 19.380151  
## iter 60 value 19.138572  
## iter 70 value 19.123466  
## iter 80 value 19.123266  
## final value 19.123262   
## converged  
## # weights: 55  
## initial value 113.793244   
## iter 10 value 25.391647  
## iter 20 value 16.595705  
## iter 30 value 15.077026  
## iter 40 value 14.564205  
## iter 50 value 14.495365  
## iter 60 value 14.456822  
## iter 70 value 14.456060  
## final value 14.456057   
## converged  
## # weights: 73  
## initial value 108.583012   
## iter 10 value 25.245821  
## iter 20 value 18.112260  
## iter 30 value 15.390709  
## iter 40 value 14.642711  
## iter 50 value 14.039373  
## iter 60 value 13.791208  
## iter 70 value 13.784134  
## iter 80 value 13.783633  
## iter 90 value 13.783546  
## iter 100 value 13.783294  
## final value 13.783294   
## stopped after 100 iterations  
## # weights: 91  
## initial value 108.451618   
## iter 10 value 23.539098  
## iter 20 value 17.695013  
## iter 30 value 15.244584  
## iter 40 value 14.350039  
## iter 50 value 14.051361  
## iter 60 value 13.908479  
## iter 70 value 13.777021  
## iter 80 value 13.649835  
## iter 90 value 13.623841  
## iter 100 value 13.619264  
## final value 13.619264   
## stopped after 100 iterations  
## # weights: 109  
## initial value 139.197061   
## iter 10 value 22.646598  
## iter 20 value 16.573358  
## iter 30 value 14.532962  
## iter 40 value 13.954137  
## iter 50 value 13.401774  
## iter 60 value 13.149185  
## iter 70 value 13.045846  
## iter 80 value 13.015619  
## iter 90 value 13.014911  
## iter 100 value 13.014888  
## final value 13.014888   
## stopped after 100 iterations  
## # weights: 127  
## initial value 128.483457   
## iter 10 value 24.844160  
## iter 20 value 16.416085  
## iter 30 value 14.052842  
## iter 40 value 13.310942  
## iter 50 value 13.080885  
## iter 60 value 12.969727  
## iter 70 value 12.946466  
## iter 80 value 12.935172  
## iter 90 value 12.930345  
## iter 100 value 12.928114  
## final value 12.928114   
## stopped after 100 iterations  
## # weights: 145  
## initial value 121.311493   
## iter 10 value 20.418011  
## iter 20 value 14.462260  
## iter 30 value 13.179529  
## iter 40 value 13.040652  
## iter 50 value 13.011183  
## iter 60 value 12.982011  
## iter 70 value 12.979616  
## iter 80 value 12.979198  
## iter 90 value 12.979078  
## final value 12.979070   
## converged  
## # weights: 163  
## initial value 113.619660   
## iter 10 value 23.255002  
## iter 20 value 14.634431  
## iter 30 value 13.406445  
## iter 40 value 13.120115  
## iter 50 value 12.924389  
## iter 60 value 12.875724  
## iter 70 value 12.851247  
## iter 80 value 12.829867  
## iter 90 value 12.827895  
## iter 100 value 12.827748  
## final value 12.827748   
## stopped after 100 iterations  
## # weights: 181  
## initial value 114.089898   
## iter 10 value 23.773626  
## iter 20 value 14.360602  
## iter 30 value 13.128562  
## iter 40 value 12.871836  
## iter 50 value 12.814241  
## iter 60 value 12.776671  
## iter 70 value 12.769238  
## iter 80 value 12.759136  
## iter 90 value 12.754091  
## iter 100 value 12.751614  
## final value 12.751614   
## stopped after 100 iterations  
## # weights: 199  
## initial value 133.733406   
## iter 10 value 19.281998  
## iter 20 value 13.982482  
## iter 30 value 13.247538  
## iter 40 value 13.087900  
## iter 50 value 13.010256  
## iter 60 value 12.961899  
## iter 70 value 12.935511  
## iter 80 value 12.923649  
## iter 90 value 12.832910  
## iter 100 value 12.805729  
## final value 12.805729   
## stopped after 100 iterations  
## # weights: 217  
## initial value 150.809265   
## iter 10 value 20.250175  
## iter 20 value 14.145203  
## iter 30 value 13.210941  
## iter 40 value 13.003964  
## iter 50 value 12.848992  
## iter 60 value 12.804675  
## iter 70 value 12.797057  
## iter 80 value 12.795600  
## iter 90 value 12.778380  
## iter 100 value 12.772137  
## final value 12.772137   
## stopped after 100 iterations  
## # weights: 235  
## initial value 109.256383   
## iter 10 value 20.902983  
## iter 20 value 14.447713  
## iter 30 value 13.124405  
## iter 40 value 12.901218  
## iter 50 value 12.820835  
## iter 60 value 12.796379  
## iter 70 value 12.767838  
## iter 80 value 12.744915  
## iter 90 value 12.740826  
## iter 100 value 12.731089  
## final value 12.731089   
## stopped after 100 iterations  
## # weights: 253  
## initial value 133.907945   
## iter 10 value 25.807688  
## iter 20 value 15.385729  
## iter 30 value 13.829423  
## iter 40 value 13.115156  
## iter 50 value 12.833293  
## iter 60 value 12.761068  
## iter 70 value 12.733438  
## iter 80 value 12.728861  
## iter 90 value 12.726517  
## iter 100 value 12.723588  
## final value 12.723588   
## stopped after 100 iterations  
## # weights: 271  
## initial value 175.934677   
## iter 10 value 22.858472  
## iter 20 value 14.780047  
## iter 30 value 13.628009  
## iter 40 value 13.101627  
## iter 50 value 12.965350  
## iter 60 value 12.829318  
## iter 70 value 12.757636  
## iter 80 value 12.710083  
## iter 90 value 12.688842  
## iter 100 value 12.676732  
## final value 12.676732   
## stopped after 100 iterations  
## # weights: 289  
## initial value 123.503291   
## iter 10 value 18.869153  
## iter 20 value 13.584693  
## iter 30 value 12.974007  
## iter 40 value 12.806520  
## iter 50 value 12.716444  
## iter 60 value 12.695753  
## iter 70 value 12.686740  
## iter 80 value 12.684108  
## iter 90 value 12.682498  
## iter 100 value 12.682011  
## final value 12.682011   
## stopped after 100 iterations  
## # weights: 307  
## initial value 146.467895   
## iter 10 value 19.471343  
## iter 20 value 13.720797  
## iter 30 value 13.047658  
## iter 40 value 12.822427  
## iter 50 value 12.705283  
## iter 60 value 12.649472  
## iter 70 value 12.636055  
## iter 80 value 12.631632  
## iter 90 value 12.629282  
## iter 100 value 12.628505  
## final value 12.628505   
## stopped after 100 iterations  
## # weights: 325  
## initial value 147.742505   
## iter 10 value 23.154660  
## iter 20 value 15.416417  
## iter 30 value 13.419590  
## iter 40 value 13.006474  
## iter 50 value 12.803102  
## iter 60 value 12.713273  
## iter 70 value 12.678481  
## iter 80 value 12.653782  
## iter 90 value 12.644600  
## iter 100 value 12.638109  
## final value 12.638109   
## stopped after 100 iterations  
## # weights: 343  
## initial value 166.356891   
## iter 10 value 20.550993  
## iter 20 value 14.455219  
## iter 30 value 13.163378  
## iter 40 value 12.890853  
## iter 50 value 12.852583  
## iter 60 value 12.846356  
## iter 70 value 12.844681  
## iter 80 value 12.843735  
## iter 90 value 12.843423  
## iter 100 value 12.843337  
## final value 12.843337   
## stopped after 100 iterations  
## # weights: 361  
## initial value 201.254504   
## iter 10 value 26.650852  
## iter 20 value 17.531568  
## iter 30 value 14.077630  
## iter 40 value 13.110261  
## iter 50 value 12.818375  
## iter 60 value 12.711824  
## iter 70 value 12.659098  
## iter 80 value 12.644312  
## iter 90 value 12.633302  
## iter 100 value 12.624316  
## final value 12.624316   
## stopped after 100 iterations  
## # weights: 19  
## initial value 126.631459   
## iter 10 value 30.188953  
## iter 20 value 28.952977  
## final value 28.951951   
## converged  
## # weights: 37  
## initial value 128.629423   
## iter 10 value 40.679818  
## iter 20 value 28.648068  
## iter 30 value 24.021077  
## iter 40 value 23.065275  
## iter 50 value 22.871793  
## iter 60 value 22.857026  
## iter 70 value 22.856984  
## final value 22.856983   
## converged  
## # weights: 55  
## initial value 118.031754   
## iter 10 value 52.125621  
## iter 20 value 23.873803  
## iter 30 value 22.063060  
## iter 40 value 21.036323  
## iter 50 value 20.763723  
## iter 60 value 20.758859  
## iter 70 value 20.758418  
## final value 20.758414   
## converged  
## # weights: 73  
## initial value 122.587440   
## iter 10 value 26.292543  
## iter 20 value 21.068680  
## iter 30 value 20.379853  
## iter 40 value 20.307448  
## iter 50 value 20.299536  
## iter 60 value 20.298481  
## final value 20.298477   
## converged  
## # weights: 91  
## initial value 150.255584   
## iter 10 value 32.792994  
## iter 20 value 24.277537  
## iter 30 value 21.737840  
## iter 40 value 21.156009  
## iter 50 value 20.741948  
## iter 60 value 20.303795  
## iter 70 value 20.122207  
## iter 80 value 20.059590  
## iter 90 value 20.039793  
## iter 100 value 19.955963  
## final value 19.955963   
## stopped after 100 iterations  
## # weights: 109  
## initial value 127.607316   
## iter 10 value 32.303070  
## iter 20 value 24.253408  
## iter 30 value 21.804394  
## iter 40 value 20.711336  
## iter 50 value 20.197356  
## iter 60 value 19.948842  
## iter 70 value 19.893085  
## iter 80 value 19.887604  
## iter 90 value 19.887026  
## final value 19.887006   
## converged  
## # weights: 127  
## initial value 142.382611   
## iter 10 value 39.944056  
## iter 20 value 21.528660  
## iter 30 value 20.408106  
## iter 40 value 19.869409  
## iter 50 value 19.648312  
## iter 60 value 19.624428  
## iter 70 value 19.621731  
## iter 80 value 19.621500  
## iter 90 value 19.621484  
## iter 100 value 19.621477  
## final value 19.621477   
## stopped after 100 iterations  
## # weights: 145  
## initial value 129.143880   
## iter 10 value 26.638693  
## iter 20 value 20.869229  
## iter 30 value 19.969976  
## iter 40 value 19.722777  
## iter 50 value 19.613825  
## iter 60 value 19.515977  
## iter 70 value 19.480402  
## iter 80 value 19.473813  
## iter 90 value 19.471670  
## iter 100 value 19.471453  
## final value 19.471453   
## stopped after 100 iterations  
## # weights: 163  
## initial value 168.069147   
## iter 10 value 29.057004  
## iter 20 value 20.811939  
## iter 30 value 19.938602  
## iter 40 value 19.755114  
## iter 50 value 19.620281  
## iter 60 value 19.575738  
## iter 70 value 19.570556  
## iter 80 value 19.569320  
## iter 90 value 19.569075  
## iter 100 value 19.569058  
## final value 19.569058   
## stopped after 100 iterations  
## # weights: 181  
## initial value 139.420946   
## iter 10 value 28.454105  
## iter 20 value 22.089237  
## iter 30 value 20.680424  
## iter 40 value 19.700752  
## iter 50 value 19.436227  
## iter 60 value 19.345187  
## iter 70 value 19.326746  
## iter 80 value 19.303510  
## iter 90 value 19.292039  
## iter 100 value 19.287036  
## final value 19.287036   
## stopped after 100 iterations  
## # weights: 199  
## initial value 128.257993   
## iter 10 value 32.760889  
## iter 20 value 22.653712  
## iter 30 value 20.289715  
## iter 40 value 19.877864  
## iter 50 value 19.704744  
## iter 60 value 19.640581  
## iter 70 value 19.606464  
## iter 80 value 19.590803  
## iter 90 value 19.586897  
## iter 100 value 19.586500  
## final value 19.586500   
## stopped after 100 iterations  
## # weights: 217  
## initial value 146.390297   
## iter 10 value 33.659752  
## iter 20 value 23.253424  
## iter 30 value 20.721940  
## iter 40 value 20.028902  
## iter 50 value 19.720148  
## iter 60 value 19.436202  
## iter 70 value 19.380470  
## iter 80 value 19.359899  
## iter 90 value 19.335973  
## iter 100 value 19.329601  
## final value 19.329601   
## stopped after 100 iterations  
## # weights: 235  
## initial value 137.950990   
## iter 10 value 28.198381  
## iter 20 value 20.429642  
## iter 30 value 19.662153  
## iter 40 value 19.413033  
## iter 50 value 19.365574  
## iter 60 value 19.352217  
## iter 70 value 19.347747  
## iter 80 value 19.346970  
## iter 90 value 19.346831  
## final value 19.346817   
## converged  
## # weights: 253  
## initial value 119.175260   
## iter 10 value 24.360966  
## iter 20 value 20.026989  
## iter 30 value 19.552894  
## iter 40 value 19.379728  
## iter 50 value 19.353237  
## iter 60 value 19.341194  
## iter 70 value 19.329971  
## iter 80 value 19.323654  
## iter 90 value 19.322458  
## iter 100 value 19.322058  
## final value 19.322058   
## stopped after 100 iterations  
## # weights: 271  
## initial value 110.263658   
## iter 10 value 26.524178  
## iter 20 value 20.348321  
## iter 30 value 19.626911  
## iter 40 value 19.396441  
## iter 50 value 19.341946  
## iter 60 value 19.329731  
## iter 70 value 19.328268  
## iter 80 value 19.327403  
## iter 90 value 19.319763  
## iter 100 value 19.313515  
## final value 19.313515   
## stopped after 100 iterations  
## # weights: 289  
## initial value 141.742537   
## iter 10 value 24.855826  
## iter 20 value 20.387917  
## iter 30 value 19.716229  
## iter 40 value 19.494037  
## iter 50 value 19.391989  
## iter 60 value 19.347591  
## iter 70 value 19.320278  
## iter 80 value 19.313791  
## iter 90 value 19.312654  
## iter 100 value 19.312169  
## final value 19.312169   
## stopped after 100 iterations  
## # weights: 307  
## initial value 143.232441   
## iter 10 value 36.355549  
## iter 20 value 22.265309  
## iter 30 value 19.914811  
## iter 40 value 19.437847  
## iter 50 value 19.328466  
## iter 60 value 19.237072  
## iter 70 value 19.205751  
## iter 80 value 19.192670  
## iter 90 value 19.190165  
## iter 100 value 19.187405  
## final value 19.187405   
## stopped after 100 iterations  
## # weights: 325  
## initial value 162.073830   
## iter 10 value 29.554091  
## iter 20 value 21.532118  
## iter 30 value 20.191152  
## iter 40 value 19.638833  
## iter 50 value 19.419828  
## iter 60 value 19.366254  
## iter 70 value 19.343614  
## iter 80 value 19.310576  
## iter 90 value 19.259379  
## iter 100 value 19.200800  
## final value 19.200800   
## stopped after 100 iterations  
## # weights: 343  
## initial value 112.426172   
## iter 10 value 25.203188  
## iter 20 value 19.932700  
## iter 30 value 19.431964  
## iter 40 value 19.287008  
## iter 50 value 19.233099  
## iter 60 value 19.197043  
## iter 70 value 19.181087  
## iter 80 value 19.179766  
## iter 90 value 19.179110  
## iter 100 value 19.178969  
## final value 19.178969   
## stopped after 100 iterations  
## # weights: 361  
## initial value 128.426656   
## iter 10 value 24.420224  
## iter 20 value 20.240578  
## iter 30 value 19.602555  
## iter 40 value 19.369923  
## iter 50 value 19.306468  
## iter 60 value 19.293079  
## iter 70 value 19.288903  
## iter 80 value 19.287397  
## iter 90 value 19.286141  
## iter 100 value 19.285821  
## final value 19.285821   
## stopped after 100 iterations  
## # weights: 19  
## initial value 129.255533   
## iter 10 value 39.994676  
## iter 20 value 15.517005  
## iter 30 value 13.079464  
## iter 40 value 13.049783  
## iter 50 value 13.049715  
## final value 13.049629   
## converged  
## # weights: 37  
## initial value 120.040848   
## iter 10 value 23.648409  
## iter 20 value 13.112337  
## iter 30 value 12.239893  
## iter 40 value 12.224853  
## iter 50 value 12.223929  
## final value 12.223927   
## converged  
## # weights: 55  
## initial value 127.566981   
## iter 10 value 38.895648  
## iter 20 value 4.986160  
## iter 30 value 1.684118  
## iter 40 value 1.412435  
## iter 50 value 1.393646  
## iter 60 value 1.387592  
## iter 70 value 1.386472  
## iter 80 value 1.386370  
## iter 90 value 1.386338  
## final value 1.386336   
## converged  
## # weights: 73  
## initial value 127.441073   
## iter 10 value 20.752139  
## iter 20 value 9.627861  
## iter 30 value 7.675023  
## iter 40 value 7.434160  
## iter 50 value 7.429221  
## iter 60 value 7.429044  
## final value 7.429042   
## converged  
## # weights: 91  
## initial value 110.700635   
## iter 10 value 16.699966  
## iter 20 value 3.861596  
## iter 30 value 3.142170  
## iter 40 value 3.139539  
## final value 3.139491   
## converged  
## # weights: 109  
## initial value 121.872265   
## iter 10 value 12.658274  
## iter 20 value 4.690939  
## iter 30 value 3.864849  
## iter 40 value 2.551372  
## iter 50 value 2.527249  
## iter 60 value 2.512392  
## iter 70 value 2.507319  
## iter 80 value 2.506602  
## iter 90 value 2.506046  
## iter 100 value 2.504398  
## final value 2.504398   
## stopped after 100 iterations  
## # weights: 127  
## initial value 120.384520   
## iter 10 value 12.982356  
## iter 20 value 0.305360  
## iter 30 value 0.002570  
## iter 40 value 0.000189  
## iter 50 value 0.000118  
## final value 0.000095   
## converged  
## # weights: 145  
## initial value 99.675459   
## iter 10 value 13.840398  
## iter 20 value 1.692833  
## iter 30 value 1.390791  
## iter 40 value 1.386577  
## iter 50 value 1.386342  
## iter 60 value 1.386324  
## final value 1.386295   
## converged  
## # weights: 163  
## initial value 143.192039   
## iter 10 value 16.864766  
## iter 20 value 1.228502  
## iter 30 value 0.021092  
## iter 40 value 0.001046  
## final value 0.000058   
## converged  
## # weights: 181  
## initial value 117.189385   
## iter 10 value 10.523140  
## iter 20 value 0.504713  
## iter 30 value 0.011922  
## iter 40 value 0.000499  
## iter 50 value 0.000122  
## final value 0.000094   
## converged  
## # weights: 199  
## initial value 110.986853   
## iter 10 value 12.121503  
## iter 20 value 3.589328  
## iter 30 value 0.429413  
## iter 40 value 0.062015  
## iter 50 value 0.015584  
## iter 60 value 0.007171  
## iter 70 value 0.002527  
## iter 80 value 0.000422  
## iter 90 value 0.000364  
## iter 100 value 0.000281  
## final value 0.000281   
## stopped after 100 iterations  
## # weights: 217  
## initial value 136.684089   
## iter 10 value 8.232495  
## iter 20 value 0.179560  
## iter 30 value 0.004042  
## final value 0.000098   
## converged  
## # weights: 235  
## initial value 128.246185   
## iter 10 value 9.747716  
## iter 20 value 1.023137  
## iter 30 value 0.008616  
## iter 40 value 0.001932  
## iter 50 value 0.000105  
## iter 50 value 0.000065  
## iter 50 value 0.000064  
## final value 0.000064   
## converged  
## # weights: 253  
## initial value 124.573818   
## iter 10 value 16.048659  
## iter 20 value 0.475867  
## iter 30 value 0.004891  
## final value 0.000095   
## converged  
## # weights: 271  
## initial value 143.764250   
## iter 10 value 10.318522  
## iter 20 value 0.228972  
## iter 30 value 0.004393  
## iter 40 value 0.001104  
## iter 50 value 0.000254  
## final value 0.000097   
## converged  
## # weights: 289  
## initial value 129.911118   
## iter 10 value 16.263305  
## iter 20 value 1.037213  
## iter 30 value 0.014053  
## iter 40 value 0.000383  
## final value 0.000095   
## converged  
## # weights: 307  
## initial value 128.109247   
## iter 10 value 11.063694  
## iter 20 value 0.257598  
## iter 30 value 0.008653  
## iter 40 value 0.000592  
## final value 0.000096   
## converged  
## # weights: 325  
## initial value 85.228834   
## iter 10 value 12.563799  
## iter 20 value 0.447697  
## iter 30 value 0.010466  
## iter 40 value 0.000376  
## iter 50 value 0.000255  
## final value 0.000057   
## converged  
## # weights: 343  
## initial value 109.727234   
## iter 10 value 12.356166  
## iter 20 value 0.479398  
## iter 30 value 0.013768  
## iter 40 value 0.002067  
## iter 50 value 0.000117  
## iter 50 value 0.000073  
## iter 50 value 0.000072  
## final value 0.000072   
## converged  
## # weights: 361  
## initial value 148.233606   
## iter 10 value 9.506310  
## iter 20 value 0.938320  
## iter 30 value 0.013812  
## iter 40 value 0.000939  
## iter 50 value 0.000158  
## final value 0.000065   
## converged  
## # weights: 19  
## initial value 113.662340   
## iter 10 value 40.030526  
## iter 20 value 25.717747  
## iter 30 value 25.050823  
## final value 25.050700   
## converged  
## # weights: 37  
## initial value 118.372530   
## iter 10 value 42.899268  
## iter 20 value 22.786510  
## iter 30 value 19.785874  
## iter 40 value 17.122184  
## iter 50 value 16.972684  
## iter 60 value 16.938259  
## iter 70 value 16.874679  
## iter 80 value 16.845548  
## final value 16.845543   
## converged  
## # weights: 55  
## initial value 110.646583   
## iter 10 value 24.206446  
## iter 20 value 17.421816  
## iter 30 value 15.165780  
## iter 40 value 14.286043  
## iter 50 value 14.191763  
## iter 60 value 14.191169  
## final value 14.191166   
## converged  
## # weights: 73  
## initial value 115.137257   
## iter 10 value 26.490464  
## iter 20 value 19.170779  
## iter 30 value 16.520671  
## iter 40 value 15.692828  
## iter 50 value 15.125376  
## iter 60 value 14.356648  
## iter 70 value 13.978190  
## iter 80 value 13.969232  
## iter 90 value 13.968999  
## final value 13.968995   
## converged  
## # weights: 91  
## initial value 121.880434   
## iter 10 value 37.454240  
## iter 20 value 17.763527  
## iter 30 value 15.227946  
## iter 40 value 14.336459  
## iter 50 value 13.788468  
## iter 60 value 13.594263  
## iter 70 value 13.554384  
## iter 80 value 13.537611  
## iter 90 value 13.532343  
## iter 100 value 13.528981  
## final value 13.528981   
## stopped after 100 iterations  
## # weights: 109  
## initial value 115.075929   
## iter 10 value 21.789029  
## iter 20 value 14.888881  
## iter 30 value 13.627875  
## iter 40 value 13.246110  
## iter 50 value 13.116473  
## iter 60 value 13.098863  
## iter 70 value 13.095315  
## iter 80 value 13.095086  
## iter 90 value 13.095011  
## final value 13.095011   
## converged  
## # weights: 127  
## initial value 116.301302   
## iter 10 value 19.331383  
## iter 20 value 15.561788  
## iter 30 value 13.785453  
## iter 40 value 12.929928  
## iter 50 value 12.766977  
## iter 60 value 12.732111  
## iter 70 value 12.713186  
## iter 80 value 12.712833  
## iter 90 value 12.712720  
## final value 12.712707   
## converged  
## # weights: 145  
## initial value 155.050611   
## iter 10 value 18.203059  
## iter 20 value 14.252613  
## iter 30 value 13.323408  
## iter 40 value 12.952702  
## iter 50 value 12.816840  
## iter 60 value 12.771957  
## iter 70 value 12.715398  
## iter 80 value 12.645934  
## iter 90 value 12.630006  
## iter 100 value 12.587718  
## final value 12.587718   
## stopped after 100 iterations  
## # weights: 163  
## initial value 155.649771   
## iter 10 value 25.465486  
## iter 20 value 14.680777  
## iter 30 value 13.470864  
## iter 40 value 13.010232  
## iter 50 value 12.842316  
## iter 60 value 12.780782  
## iter 70 value 12.607305  
## iter 80 value 12.538301  
## iter 90 value 12.515506  
## iter 100 value 12.496660  
## final value 12.496660   
## stopped after 100 iterations  
## # weights: 181  
## initial value 112.328761   
## iter 10 value 24.315740  
## iter 20 value 14.954037  
## iter 30 value 13.272592  
## iter 40 value 12.566647  
## iter 50 value 12.471961  
## iter 60 value 12.455608  
## iter 70 value 12.442195  
## iter 80 value 12.432549  
## iter 90 value 12.430025  
## iter 100 value 12.428826  
## final value 12.428826   
## stopped after 100 iterations  
## # weights: 199  
## initial value 163.800128   
## iter 10 value 22.186473  
## iter 20 value 14.762837  
## iter 30 value 13.598319  
## iter 40 value 13.093062  
## iter 50 value 12.893092  
## iter 60 value 12.797137  
## iter 70 value 12.771890  
## iter 80 value 12.656882  
## iter 90 value 12.583102  
## iter 100 value 12.520301  
## final value 12.520301   
## stopped after 100 iterations  
## # weights: 217  
## initial value 110.487325   
## iter 10 value 18.170094  
## iter 20 value 13.542409  
## iter 30 value 12.923335  
## iter 40 value 12.698357  
## iter 50 value 12.614846  
## iter 60 value 12.586285  
## iter 70 value 12.578562  
## iter 80 value 12.576639  
## iter 90 value 12.575812  
## iter 100 value 12.575658  
## final value 12.575658   
## stopped after 100 iterations  
## # weights: 235  
## initial value 135.265505   
## iter 10 value 21.146886  
## iter 20 value 14.977379  
## iter 30 value 13.169237  
## iter 40 value 12.814115  
## iter 50 value 12.585907  
## iter 60 value 12.510050  
## iter 70 value 12.476185  
## iter 80 value 12.463286  
## iter 90 value 12.436047  
## iter 100 value 12.407018  
## final value 12.407018   
## stopped after 100 iterations  
## # weights: 253  
## initial value 152.656087   
## iter 10 value 20.591191  
## iter 20 value 14.441126  
## iter 30 value 12.874978  
## iter 40 value 12.628603  
## iter 50 value 12.525929  
## iter 60 value 12.482903  
## iter 70 value 12.425795  
## iter 80 value 12.407870  
## iter 90 value 12.398250  
## iter 100 value 12.389877  
## final value 12.389877   
## stopped after 100 iterations  
## # weights: 271  
## initial value 149.637202   
## iter 10 value 23.130588  
## iter 20 value 15.898915  
## iter 30 value 13.259740  
## iter 40 value 12.791796  
## iter 50 value 12.699312  
## iter 60 value 12.669558  
## iter 70 value 12.643453  
## iter 80 value 12.626782  
## iter 90 value 12.623849  
## iter 100 value 12.621799  
## final value 12.621799   
## stopped after 100 iterations  
## # weights: 289  
## initial value 123.250214   
## iter 10 value 17.034512  
## iter 20 value 13.595062  
## iter 30 value 12.756065  
## iter 40 value 12.545681  
## iter 50 value 12.461187  
## iter 60 value 12.428104  
## iter 70 value 12.418447  
## iter 80 value 12.406238  
## iter 90 value 12.399195  
## iter 100 value 12.393192  
## final value 12.393192   
## stopped after 100 iterations  
## # weights: 307  
## initial value 217.972719   
## iter 10 value 21.990151  
## iter 20 value 14.574109  
## iter 30 value 13.024301  
## iter 40 value 12.717951  
## iter 50 value 12.653262  
## iter 60 value 12.625740  
## iter 70 value 12.614232  
## iter 80 value 12.600569  
## iter 90 value 12.599297  
## iter 100 value 12.598724  
## final value 12.598724   
## stopped after 100 iterations  
## # weights: 325  
## initial value 152.470897   
## iter 10 value 19.761351  
## iter 20 value 13.772386  
## iter 30 value 12.711767  
## iter 40 value 12.448351  
## iter 50 value 12.400203  
## iter 60 value 12.387403  
## iter 70 value 12.382234  
## iter 80 value 12.380986  
## iter 90 value 12.380431  
## iter 100 value 12.379608  
## final value 12.379608   
## stopped after 100 iterations  
## # weights: 343  
## initial value 175.750990   
## iter 10 value 20.519194  
## iter 20 value 14.904011  
## iter 30 value 13.378381  
## iter 40 value 12.857584  
## iter 50 value 12.707509  
## iter 60 value 12.556373  
## iter 70 value 12.419083  
## iter 80 value 12.388728  
## iter 90 value 12.374848  
## iter 100 value 12.371422  
## final value 12.371422   
## stopped after 100 iterations  
## # weights: 361  
## initial value 116.146562   
## iter 10 value 18.495601  
## iter 20 value 13.492274  
## iter 30 value 12.653302  
## iter 40 value 12.480100  
## iter 50 value 12.430187  
## iter 60 value 12.412139  
## iter 70 value 12.404710  
## iter 80 value 12.397792  
## iter 90 value 12.394752  
## iter 100 value 12.393805  
## final value 12.393805   
## stopped after 100 iterations  
## # weights: 19  
## initial value 119.980941   
## iter 10 value 30.909558  
## iter 20 value 29.100578  
## iter 30 value 29.027353  
## final value 29.027344   
## converged  
## # weights: 37  
## initial value 138.826935   
## iter 10 value 38.416906  
## iter 20 value 30.974153  
## iter 30 value 26.527730  
## iter 40 value 23.770693  
## iter 50 value 23.281512  
## iter 60 value 23.125478  
## iter 70 value 23.057519  
## iter 80 value 22.946190  
## iter 90 value 22.932589  
## final value 22.932403   
## converged  
## # weights: 55  
## initial value 127.510487   
## iter 10 value 29.607386  
## iter 20 value 22.218829  
## iter 30 value 20.836256  
## iter 40 value 20.598317  
## final value 20.596591   
## converged  
## # weights: 73  
## initial value 118.155625   
## iter 10 value 27.215454  
## iter 20 value 21.785512  
## iter 30 value 21.180323  
## iter 40 value 21.071817  
## iter 50 value 21.063407  
## final value 21.063376   
## converged  
## # weights: 91  
## initial value 111.533108   
## iter 10 value 23.836378  
## iter 20 value 21.062770  
## iter 30 value 19.674899  
## iter 40 value 19.594414  
## iter 50 value 19.573388  
## final value 19.573155   
## converged  
## # weights: 109  
## initial value 135.529124   
## iter 10 value 54.778742  
## iter 20 value 22.505977  
## iter 30 value 20.397576  
## iter 40 value 19.950660  
## iter 50 value 19.732374  
## iter 60 value 19.612474  
## iter 70 value 19.468265  
## iter 80 value 19.377610  
## iter 90 value 19.355162  
## iter 100 value 19.353074  
## final value 19.353074   
## stopped after 100 iterations  
## # weights: 127  
## initial value 143.145062   
## iter 10 value 28.030701  
## iter 20 value 21.515349  
## iter 30 value 20.149543  
## iter 40 value 19.525843  
## iter 50 value 19.318692  
## iter 60 value 19.268282  
## iter 70 value 19.266494  
## iter 80 value 19.266107  
## iter 90 value 19.265759  
## iter 100 value 19.265582  
## final value 19.265582   
## stopped after 100 iterations  
## # weights: 145  
## initial value 129.682948   
## iter 10 value 30.222737  
## iter 20 value 22.835758  
## iter 30 value 20.087667  
## iter 40 value 19.340300  
## iter 50 value 19.236126  
## iter 60 value 19.204284  
## iter 70 value 19.186835  
## iter 80 value 19.177779  
## iter 90 value 19.119066  
## iter 100 value 19.111197  
## final value 19.111197   
## stopped after 100 iterations  
## # weights: 163  
## initial value 140.167072   
## iter 10 value 28.235750  
## iter 20 value 21.205975  
## iter 30 value 19.757680  
## iter 40 value 19.333543  
## iter 50 value 19.250246  
## iter 60 value 19.202488  
## iter 70 value 19.109971  
## iter 80 value 19.088123  
## iter 90 value 19.087309  
## iter 100 value 19.087278  
## final value 19.087278   
## stopped after 100 iterations  
## # weights: 181  
## initial value 132.060583   
## iter 10 value 36.096881  
## iter 20 value 21.128388  
## iter 30 value 19.791341  
## iter 40 value 19.401455  
## iter 50 value 19.147998  
## iter 60 value 19.078988  
## iter 70 value 19.064176  
## iter 80 value 19.061186  
## iter 90 value 19.060742  
## iter 100 value 19.060720  
## final value 19.060720   
## stopped after 100 iterations  
## # weights: 199  
## initial value 130.074954   
## iter 10 value 25.566124  
## iter 20 value 20.369013  
## iter 30 value 19.598562  
## iter 40 value 19.462390  
## iter 50 value 19.193375  
## iter 60 value 19.107926  
## iter 70 value 19.075220  
## iter 80 value 19.062111  
## iter 90 value 19.057969  
## iter 100 value 19.057597  
## final value 19.057597   
## stopped after 100 iterations  
## # weights: 217  
## initial value 129.482818   
## iter 10 value 25.032900  
## iter 20 value 20.688675  
## iter 30 value 19.876986  
## iter 40 value 19.535096  
## iter 50 value 19.236453  
## iter 60 value 19.096907  
## iter 70 value 19.071079  
## iter 80 value 19.067100  
## iter 90 value 19.051585  
## iter 100 value 19.048567  
## final value 19.048567   
## stopped after 100 iterations  
## # weights: 235  
## initial value 115.539810   
## iter 10 value 25.102283  
## iter 20 value 20.247133  
## iter 30 value 19.393910  
## iter 40 value 19.209342  
## iter 50 value 19.164946  
## iter 60 value 19.139851  
## iter 70 value 19.135769  
## iter 80 value 19.115954  
## iter 90 value 19.023426  
## iter 100 value 19.019907  
## final value 19.019907   
## stopped after 100 iterations  
## # weights: 253  
## initial value 174.091541   
## iter 10 value 26.886978  
## iter 20 value 20.087792  
## iter 30 value 19.529210  
## iter 40 value 19.099463  
## iter 50 value 19.039475  
## iter 60 value 19.009128  
## iter 70 value 19.004070  
## iter 80 value 19.000778  
## iter 90 value 18.998690  
## iter 100 value 18.998466  
## final value 18.998466   
## stopped after 100 iterations  
## # weights: 271  
## initial value 132.408213   
## iter 10 value 23.958293  
## iter 20 value 20.137542  
## iter 30 value 19.356199  
## iter 40 value 19.231220  
## iter 50 value 19.199201  
## iter 60 value 19.046159  
## iter 70 value 19.011988  
## iter 80 value 19.003508  
## iter 90 value 18.998448  
## iter 100 value 18.995270  
## final value 18.995270   
## stopped after 100 iterations  
## # weights: 289  
## initial value 119.811928   
## iter 10 value 24.778487  
## iter 20 value 20.034154  
## iter 30 value 19.234523  
## iter 40 value 19.098503  
## iter 50 value 19.056161  
## iter 60 value 19.030614  
## iter 70 value 19.012241  
## iter 80 value 18.998974  
## iter 90 value 18.995918  
## iter 100 value 18.993981  
## final value 18.993981   
## stopped after 100 iterations  
## # weights: 307  
## initial value 161.353352   
## iter 10 value 26.469254  
## iter 20 value 20.581436  
## iter 30 value 19.583647  
## iter 40 value 19.368354  
## iter 50 value 19.142469  
## iter 60 value 19.061866  
## iter 70 value 19.033248  
## iter 80 value 19.026618  
## iter 90 value 19.025541  
## iter 100 value 19.025294  
## final value 19.025294   
## stopped after 100 iterations  
## # weights: 325  
## initial value 170.527009   
## iter 10 value 26.918037  
## iter 20 value 20.955706  
## iter 30 value 19.938406  
## iter 40 value 19.512523  
## iter 50 value 19.243485  
## iter 60 value 19.148093  
## iter 70 value 19.090403  
## iter 80 value 19.033759  
## iter 90 value 19.026115  
## iter 100 value 19.023984  
## final value 19.023984   
## stopped after 100 iterations  
## # weights: 343  
## initial value 134.048595   
## iter 10 value 25.300766  
## iter 20 value 20.022261  
## iter 30 value 19.361064  
## iter 40 value 19.122459  
## iter 50 value 19.069238  
## iter 60 value 19.056335  
## iter 70 value 19.048684  
## iter 80 value 19.045347  
## iter 90 value 19.044763  
## iter 100 value 19.044548  
## final value 19.044548   
## stopped after 100 iterations  
## # weights: 361  
## initial value 145.201906   
## iter 10 value 31.019441  
## iter 20 value 20.769181  
## iter 30 value 19.398016  
## iter 40 value 19.232965  
## iter 50 value 19.164730  
## iter 60 value 19.066820  
## iter 70 value 19.004498  
## iter 80 value 18.991698  
## iter 90 value 18.989871  
## iter 100 value 18.989645  
## final value 18.989645   
## stopped after 100 iterations  
## # weights: 19  
## initial value 124.389435   
## iter 10 value 27.447802  
## iter 20 value 10.649118  
## iter 30 value 9.489136  
## iter 40 value 9.475399  
## iter 50 value 9.475294  
## final value 9.475292   
## converged  
## # weights: 37  
## initial value 126.783918   
## iter 10 value 16.182403  
## iter 20 value 6.980505  
## iter 30 value 3.076557  
## iter 40 value 2.794811  
## iter 50 value 2.775484  
## iter 60 value 2.772954  
## iter 70 value 2.772697  
## iter 80 value 2.772645  
## final value 2.772622   
## converged  
## # weights: 55  
## initial value 129.464479   
## iter 10 value 32.416050  
## iter 20 value 10.073119  
## iter 30 value 4.456032  
## iter 40 value 2.963217  
## iter 50 value 2.598783  
## iter 60 value 1.937144  
## iter 70 value 1.920659  
## iter 80 value 1.917182  
## iter 90 value 1.913915  
## iter 100 value 1.912175  
## final value 1.912175   
## stopped after 100 iterations  
## # weights: 73  
## initial value 110.682397   
## iter 10 value 17.152595  
## iter 20 value 4.256409  
## iter 30 value 1.469814  
## iter 40 value 1.388280  
## iter 50 value 1.386573  
## iter 60 value 1.386360  
## iter 70 value 1.386297  
## final value 1.386294   
## converged  
## # weights: 91  
## initial value 116.300733   
## iter 10 value 12.555354  
## iter 20 value 0.801752  
## iter 30 value 0.012666  
## iter 40 value 0.000604  
## iter 50 value 0.000224  
## final value 0.000077   
## converged  
## # weights: 109  
## initial value 117.052642   
## iter 10 value 10.137013  
## iter 20 value 2.003063  
## iter 30 value 1.911565  
## iter 40 value 1.909248  
## iter 50 value 1.388926  
## iter 60 value 1.386397  
## iter 70 value 1.386352  
## iter 80 value 1.386331  
## final value 1.386331   
## converged  
## # weights: 127  
## initial value 113.962050   
## iter 10 value 13.429784  
## iter 20 value 0.636651  
## iter 30 value 0.005624  
## iter 40 value 0.000625  
## final value 0.000071   
## converged  
## # weights: 145  
## initial value 198.614246   
## iter 10 value 10.895299  
## iter 20 value 0.213567  
## iter 30 value 0.002233  
## final value 0.000056   
## converged  
## # weights: 163  
## initial value 154.461938   
## iter 10 value 8.397527  
## iter 20 value 0.115260  
## iter 30 value 0.001562  
## iter 40 value 0.000111  
## iter 40 value 0.000081  
## iter 40 value 0.000080  
## final value 0.000080   
## converged  
## # weights: 181  
## initial value 153.000400   
## iter 10 value 13.315680  
## iter 20 value 1.170009  
## iter 30 value 0.021624  
## iter 40 value 0.000764  
## iter 50 value 0.000205  
## final value 0.000097   
## converged  
## # weights: 199  
## initial value 100.414397   
## iter 10 value 12.448549  
## iter 20 value 0.188990  
## iter 30 value 0.004573  
## iter 40 value 0.000247  
## final value 0.000096   
## converged  
## # weights: 217  
## initial value 132.096812   
## iter 10 value 16.178167  
## iter 20 value 0.227064  
## iter 30 value 0.006571  
## iter 40 value 0.001317  
## final value 0.000096   
## converged  
## # weights: 235  
## initial value 104.119239   
## iter 10 value 13.341583  
## iter 20 value 0.310885  
## iter 30 value 0.004926  
## iter 40 value 0.000347  
## final value 0.000097   
## converged  
## # weights: 253  
## initial value 123.399612   
## iter 10 value 11.846045  
## iter 20 value 0.226433  
## iter 30 value 0.001173  
## final value 0.000089   
## converged  
## # weights: 271  
## initial value 133.903318   
## iter 10 value 10.536262  
## iter 20 value 0.212413  
## iter 30 value 0.007955  
## iter 40 value 0.000690  
## final value 0.000092   
## converged  
## # weights: 289  
## initial value 124.386154   
## iter 10 value 7.482266  
## iter 20 value 0.093071  
## iter 30 value 0.002184  
## iter 40 value 0.000379  
## final value 0.000090   
## converged  
## # weights: 307  
## initial value 126.205068   
## iter 10 value 8.369598  
## iter 20 value 0.221866  
## iter 30 value 0.006758  
## iter 40 value 0.000837  
## iter 50 value 0.000116  
## iter 50 value 0.000091  
## iter 50 value 0.000091  
## final value 0.000091   
## converged  
## # weights: 325  
## initial value 123.142873   
## iter 10 value 6.710015  
## iter 20 value 0.133390  
## iter 30 value 0.006466  
## iter 40 value 0.001637  
## iter 50 value 0.000234  
## iter 60 value 0.000182  
## final value 0.000068   
## converged  
## # weights: 343  
## initial value 151.926837   
## iter 10 value 7.148661  
## iter 20 value 0.089515  
## iter 30 value 0.003863  
## iter 40 value 0.000368  
## final value 0.000079   
## converged  
## # weights: 361  
## initial value 273.259291   
## iter 10 value 10.336384  
## iter 20 value 0.208544  
## iter 30 value 0.005783  
## iter 40 value 0.000549  
## final value 0.000077   
## converged  
## # weights: 19  
## initial value 115.578190   
## iter 10 value 51.014768  
## iter 20 value 23.357421  
## iter 30 value 20.603676  
## iter 40 value 20.587664  
## final value 20.587664   
## converged  
## # weights: 37  
## initial value 124.889694   
## iter 10 value 38.089963  
## iter 20 value 20.468422  
## iter 30 value 17.836611  
## iter 40 value 15.874961  
## iter 50 value 14.975176  
## iter 60 value 14.879186  
## iter 70 value 14.630108  
## iter 80 value 14.608209  
## final value 14.608165   
## converged  
## # weights: 55  
## initial value 131.000216   
## iter 10 value 21.826240  
## iter 20 value 17.135129  
## iter 30 value 15.159402  
## iter 40 value 14.173353  
## iter 50 value 13.755763  
## iter 60 value 13.690312  
## iter 70 value 13.579407  
## iter 80 value 13.501550  
## iter 90 value 13.494902  
## final value 13.494892   
## converged  
## # weights: 73  
## initial value 124.652288   
## iter 10 value 34.801633  
## iter 20 value 22.713963  
## iter 30 value 16.256507  
## iter 40 value 14.482497  
## iter 50 value 13.723126  
## iter 60 value 13.362945  
## iter 70 value 13.314335  
## iter 80 value 13.220683  
## iter 90 value 13.139576  
## iter 100 value 12.998458  
## final value 12.998458   
## stopped after 100 iterations  
## # weights: 91  
## initial value 114.650947   
## iter 10 value 25.985646  
## iter 20 value 15.303154  
## iter 30 value 12.982333  
## iter 40 value 12.721513  
## iter 50 value 12.715772  
## iter 60 value 12.714342  
## iter 70 value 12.714185  
## iter 70 value 12.714185  
## iter 70 value 12.714185  
## final value 12.714185   
## converged  
## # weights: 109  
## initial value 140.408887   
## iter 10 value 17.511773  
## iter 20 value 12.916313  
## iter 30 value 12.212784  
## iter 40 value 12.005573  
## iter 50 value 11.961369  
## iter 60 value 11.944151  
## iter 70 value 11.923529  
## iter 80 value 11.918525  
## iter 90 value 11.918436  
## final value 11.918434   
## converged  
## # weights: 127  
## initial value 116.061935   
## iter 10 value 26.947156  
## iter 20 value 15.447751  
## iter 30 value 12.777414  
## iter 40 value 12.151877  
## iter 50 value 11.875668  
## iter 60 value 11.741953  
## iter 70 value 11.661560  
## iter 80 value 11.609412  
## iter 90 value 11.565679  
## iter 100 value 11.562407  
## final value 11.562407   
## stopped after 100 iterations  
## # weights: 145  
## initial value 140.480102   
## iter 10 value 16.316129  
## iter 20 value 12.734952  
## iter 30 value 12.035925  
## iter 40 value 11.865205  
## iter 50 value 11.828819  
## iter 60 value 11.814851  
## iter 70 value 11.762613  
## iter 80 value 11.750996  
## iter 90 value 11.691138  
## iter 100 value 11.678683  
## final value 11.678683   
## stopped after 100 iterations  
## # weights: 163  
## initial value 130.961235   
## iter 10 value 36.182434  
## iter 20 value 14.505022  
## iter 30 value 12.307422  
## iter 40 value 11.990003  
## iter 50 value 11.758384  
## iter 60 value 11.672357  
## iter 70 value 11.660093  
## iter 80 value 11.654383  
## iter 90 value 11.652837  
## iter 100 value 11.652268  
## final value 11.652268   
## stopped after 100 iterations  
## # weights: 181  
## initial value 123.415280   
## iter 10 value 18.361637  
## iter 20 value 12.965966  
## iter 30 value 11.954707  
## iter 40 value 11.772611  
## iter 50 value 11.685285  
## iter 60 value 11.663565  
## iter 70 value 11.653681  
## iter 80 value 11.636511  
## iter 90 value 11.619084  
## iter 100 value 11.614990  
## final value 11.614990   
## stopped after 100 iterations  
## # weights: 199  
## initial value 135.313249   
## iter 10 value 22.303106  
## iter 20 value 14.295357  
## iter 30 value 12.216659  
## iter 40 value 11.845220  
## iter 50 value 11.631914  
## iter 60 value 11.516991  
## iter 70 value 11.468958  
## iter 80 value 11.449477  
## iter 90 value 11.445633  
## iter 100 value 11.445334  
## final value 11.445334   
## stopped after 100 iterations  
## # weights: 217  
## initial value 138.051646   
## iter 10 value 21.482728  
## iter 20 value 14.485969  
## iter 30 value 12.416625  
## iter 40 value 11.731488  
## iter 50 value 11.612645  
## iter 60 value 11.580736  
## iter 70 value 11.558364  
## iter 80 value 11.531882  
## iter 90 value 11.515387  
## iter 100 value 11.497646  
## final value 11.497646   
## stopped after 100 iterations  
## # weights: 235  
## initial value 131.521223   
## iter 10 value 18.131359  
## iter 20 value 13.291779  
## iter 30 value 12.063614  
## iter 40 value 11.752378  
## iter 50 value 11.670849  
## iter 60 value 11.548864  
## iter 70 value 11.474669  
## iter 80 value 11.435932  
## iter 90 value 11.423039  
## iter 100 value 11.415229  
## final value 11.415229   
## stopped after 100 iterations  
## # weights: 253  
## initial value 139.868306   
## iter 10 value 21.820787  
## iter 20 value 13.671493  
## iter 30 value 12.315827  
## iter 40 value 11.790944  
## iter 50 value 11.602428  
## iter 60 value 11.534275  
## iter 70 value 11.526363  
## iter 80 value 11.517470  
## iter 90 value 11.509719  
## iter 100 value 11.506733  
## final value 11.506733   
## stopped after 100 iterations  
## # weights: 271  
## initial value 147.117318   
## iter 10 value 19.788957  
## iter 20 value 13.163802  
## iter 30 value 11.886384  
## iter 40 value 11.603801  
## iter 50 value 11.462698  
## iter 60 value 11.435701  
## iter 70 value 11.418702  
## iter 80 value 11.413862  
## iter 90 value 11.408568  
## iter 100 value 11.403329  
## final value 11.403329   
## stopped after 100 iterations  
## # weights: 289  
## initial value 133.286848   
## iter 10 value 24.658539  
## iter 20 value 13.882015  
## iter 30 value 12.181150  
## iter 40 value 11.764433  
## iter 50 value 11.551367  
## iter 60 value 11.458480  
## iter 70 value 11.430224  
## iter 80 value 11.397002  
## iter 90 value 11.388676  
## iter 100 value 11.385967  
## final value 11.385967   
## stopped after 100 iterations  
## # weights: 307  
## initial value 141.580797   
## iter 10 value 31.866020  
## iter 20 value 16.501028  
## iter 30 value 12.719703  
## iter 40 value 11.900184  
## iter 50 value 11.594817  
## iter 60 value 11.490141  
## iter 70 value 11.471774  
## iter 80 value 11.456820  
## iter 90 value 11.438625  
## iter 100 value 11.435750  
## final value 11.435750   
## stopped after 100 iterations  
## # weights: 325  
## initial value 323.455179   
## iter 10 value 18.569843  
## iter 20 value 12.686428  
## iter 30 value 11.819838  
## iter 40 value 11.658253  
## iter 50 value 11.593652  
## iter 60 value 11.579964  
## iter 70 value 11.559342  
## iter 80 value 11.512871  
## iter 90 value 11.466474  
## iter 100 value 11.446935  
## final value 11.446935   
## stopped after 100 iterations  
## # weights: 343  
## initial value 129.240670   
## iter 10 value 18.775125  
## iter 20 value 13.164630  
## iter 30 value 11.732679  
## iter 40 value 11.602446  
## iter 50 value 11.561993  
## iter 60 value 11.550361  
## iter 70 value 11.546012  
## iter 80 value 11.538909  
## iter 90 value 11.536987  
## iter 100 value 11.536149  
## final value 11.536149   
## stopped after 100 iterations  
## # weights: 361  
## initial value 141.340814   
## iter 10 value 17.665243  
## iter 20 value 12.473962  
## iter 30 value 11.740023  
## iter 40 value 11.536377  
## iter 50 value 11.419241  
## iter 60 value 11.383046  
## iter 70 value 11.372761  
## iter 80 value 11.355750  
## iter 90 value 11.341161  
## iter 100 value 11.335916  
## final value 11.335916   
## stopped after 100 iterations  
## # weights: 19  
## initial value 118.190581   
## iter 10 value 63.943686  
## iter 20 value 28.297471  
## iter 30 value 26.538636  
## final value 26.537323   
## converged  
## # weights: 37  
## initial value 122.364154   
## iter 10 value 38.121506  
## iter 20 value 24.815077  
## iter 30 value 22.711647  
## iter 40 value 21.115438  
## iter 50 value 20.873750  
## final value 20.873579   
## converged  
## # weights: 55  
## initial value 137.481061   
## iter 10 value 36.859596  
## iter 20 value 23.277838  
## iter 30 value 21.023123  
## iter 40 value 20.388538  
## iter 50 value 20.135634  
## iter 60 value 20.091926  
## iter 70 value 20.089561  
## final value 20.089538   
## converged  
## # weights: 73  
## initial value 123.971082   
## iter 10 value 30.502209  
## iter 20 value 21.703954  
## iter 30 value 19.781342  
## iter 40 value 19.298322  
## iter 50 value 19.210085  
## iter 60 value 19.183127  
## iter 70 value 19.173855  
## iter 80 value 19.173704  
## final value 19.173704   
## converged  
## # weights: 91  
## initial value 113.596418   
## iter 10 value 29.796219  
## iter 20 value 21.471195  
## iter 30 value 20.057046  
## iter 40 value 19.356238  
## iter 50 value 19.028062  
## iter 60 value 18.467080  
## iter 70 value 18.392086  
## iter 80 value 18.389018  
## final value 18.389010   
## converged  
## # weights: 109  
## initial value 122.597666   
## iter 10 value 24.173818  
## iter 20 value 19.218303  
## iter 30 value 18.608391  
## iter 40 value 18.556475  
## iter 50 value 18.552453  
## iter 60 value 18.552152  
## iter 70 value 18.548368  
## iter 80 value 18.546876  
## final value 18.546871   
## converged  
## # weights: 127  
## initial value 112.399362   
## iter 10 value 23.255617  
## iter 20 value 19.804515  
## iter 30 value 18.687989  
## iter 40 value 18.332919  
## iter 50 value 18.240624  
## iter 60 value 18.231873  
## iter 70 value 18.230175  
## iter 80 value 18.230112  
## final value 18.230111   
## converged  
## # weights: 145  
## initial value 107.796870   
## iter 10 value 32.661360  
## iter 20 value 19.937998  
## iter 30 value 18.716647  
## iter 40 value 18.405189  
## iter 50 value 18.272264  
## iter 60 value 18.246486  
## iter 70 value 18.245394  
## iter 80 value 18.245249  
## iter 90 value 18.245201  
## final value 18.245200   
## converged  
## # weights: 163  
## initial value 114.481978   
## iter 10 value 23.901050  
## iter 20 value 19.536202  
## iter 30 value 18.559334  
## iter 40 value 18.328966  
## iter 50 value 18.227693  
## iter 60 value 18.176905  
## iter 70 value 18.148970  
## iter 80 value 18.142068  
## iter 90 value 18.138677  
## iter 100 value 18.129484  
## final value 18.129484   
## stopped after 100 iterations  
## # weights: 181  
## initial value 128.946607   
## iter 10 value 27.789000  
## iter 20 value 19.640781  
## iter 30 value 18.702974  
## iter 40 value 18.462153  
## iter 50 value 18.387064  
## iter 60 value 18.287225  
## iter 70 value 18.147574  
## iter 80 value 18.054868  
## iter 90 value 18.035762  
## iter 100 value 18.031507  
## final value 18.031507   
## stopped after 100 iterations  
## # weights: 199  
## initial value 143.296700   
## iter 10 value 22.709103  
## iter 20 value 18.823058  
## iter 30 value 18.366709  
## iter 40 value 18.206974  
## iter 50 value 18.142907  
## iter 60 value 18.100376  
## iter 70 value 18.096904  
## iter 80 value 18.096772  
## final value 18.096767   
## converged  
## # weights: 217  
## initial value 124.384971   
## iter 10 value 25.707973  
## iter 20 value 19.412644  
## iter 30 value 18.398362  
## iter 40 value 18.126943  
## iter 50 value 18.018867  
## iter 60 value 17.979912  
## iter 70 value 17.958496  
## iter 80 value 17.947368  
## iter 90 value 17.947031  
## iter 100 value 17.946975  
## final value 17.946975   
## stopped after 100 iterations  
## # weights: 235  
## initial value 143.551538   
## iter 10 value 24.147950  
## iter 20 value 19.032097  
## iter 30 value 18.563848  
## iter 40 value 18.192210  
## iter 50 value 18.103725  
## iter 60 value 18.063856  
## iter 70 value 18.052869  
## iter 80 value 18.050852  
## iter 90 value 18.050591  
## iter 100 value 18.050482  
## final value 18.050482   
## stopped after 100 iterations  
## # weights: 253  
## initial value 132.100534   
## iter 10 value 24.169810  
## iter 20 value 19.291870  
## iter 30 value 18.560785  
## iter 40 value 18.393038  
## iter 50 value 18.332613  
## iter 60 value 18.307360  
## iter 70 value 18.288415  
## iter 80 value 18.268101  
## iter 90 value 18.260529  
## iter 100 value 18.257085  
## final value 18.257085   
## stopped after 100 iterations  
## # weights: 271  
## initial value 136.060837   
## iter 10 value 31.076460  
## iter 20 value 21.024688  
## iter 30 value 18.422724  
## iter 40 value 18.162605  
## iter 50 value 18.089068  
## iter 60 value 18.056058  
## iter 70 value 18.034340  
## iter 80 value 18.030828  
## iter 90 value 18.026842  
## iter 100 value 18.025724  
## final value 18.025724   
## stopped after 100 iterations  
## # weights: 289  
## initial value 155.574338   
## iter 10 value 29.746800  
## iter 20 value 19.542326  
## iter 30 value 18.400334  
## iter 40 value 18.166090  
## iter 50 value 18.063900  
## iter 60 value 18.022594  
## iter 70 value 18.014633  
## iter 80 value 18.011194  
## iter 90 value 18.009629  
## iter 100 value 18.009395  
## final value 18.009395   
## stopped after 100 iterations  
## # weights: 307  
## initial value 134.355901   
## iter 10 value 32.594183  
## iter 20 value 20.364583  
## iter 30 value 18.637391  
## iter 40 value 18.288191  
## iter 50 value 18.091117  
## iter 60 value 18.040967  
## iter 70 value 18.011880  
## iter 80 value 18.000558  
## iter 90 value 17.997761  
## iter 100 value 17.997549  
## final value 17.997549   
## stopped after 100 iterations  
## # weights: 325  
## initial value 116.616050   
## iter 10 value 32.295367  
## iter 20 value 19.238471  
## iter 30 value 18.398046  
## iter 40 value 18.126279  
## iter 50 value 18.038327  
## iter 60 value 18.015091  
## iter 70 value 18.008404  
## iter 80 value 18.006738  
## iter 90 value 18.006354  
## iter 100 value 18.006179  
## final value 18.006179   
## stopped after 100 iterations  
## # weights: 343  
## initial value 144.293107   
## iter 10 value 37.914350  
## iter 20 value 21.941324  
## iter 30 value 18.875724  
## iter 40 value 18.408703  
## iter 50 value 18.283474  
## iter 60 value 18.136098  
## iter 70 value 18.073842  
## iter 80 value 18.038211  
## iter 90 value 18.034112  
## iter 100 value 18.033093  
## final value 18.033093   
## stopped after 100 iterations  
## # weights: 361  
## initial value 119.754421   
## iter 10 value 21.909278  
## iter 20 value 18.781845  
## iter 30 value 18.336888  
## iter 40 value 18.205905  
## iter 50 value 18.095393  
## iter 60 value 18.029509  
## iter 70 value 17.971112  
## iter 80 value 17.958281  
## iter 90 value 17.951463  
## iter 100 value 17.947448  
## final value 17.947448   
## stopped after 100 iterations  
## # weights: 19  
## initial value 131.935225   
## iter 10 value 52.013943  
## iter 20 value 33.567870  
## iter 30 value 31.868370  
## iter 40 value 27.827512  
## iter 50 value 24.687667  
## iter 60 value 24.650760  
## iter 70 value 22.132367  
## iter 80 value 22.103377  
## iter 90 value 22.073117  
## iter 100 value 22.061748  
## final value 22.061748   
## stopped after 100 iterations  
## # weights: 37  
## initial value 141.643896   
## iter 10 value 34.098551  
## iter 20 value 14.957454  
## iter 30 value 10.781691  
## iter 40 value 3.970593  
## iter 50 value 3.367983  
## iter 60 value 3.365447  
## iter 70 value 3.365122  
## iter 80 value 3.365063  
## final value 3.365058   
## converged  
## # weights: 55  
## initial value 119.788995   
## iter 10 value 26.831484  
## iter 20 value 15.173206  
## iter 30 value 6.604504  
## iter 40 value 5.314872  
## iter 50 value 4.578229  
## iter 60 value 3.506708  
## iter 70 value 3.431408  
## iter 80 value 3.384060  
## iter 90 value 3.371787  
## iter 100 value 3.367882  
## final value 3.367882   
## stopped after 100 iterations  
## # weights: 73  
## initial value 109.653905   
## iter 10 value 13.703498  
## iter 20 value 3.530047  
## iter 30 value 3.369774  
## iter 40 value 3.365166  
## iter 50 value 3.365091  
## iter 60 value 3.365073  
## final value 3.365058   
## converged  
## # weights: 91  
## initial value 142.969461   
## iter 10 value 15.631916  
## iter 20 value 4.841623  
## iter 30 value 2.719252  
## iter 40 value 0.837173  
## iter 50 value 0.176482  
## iter 60 value 0.039141  
## iter 70 value 0.006486  
## iter 80 value 0.002700  
## iter 90 value 0.000307  
## iter 100 value 0.000145  
## final value 0.000145   
## stopped after 100 iterations  
## # weights: 109  
## initial value 112.168667   
## iter 10 value 20.298933  
## iter 20 value 4.754187  
## iter 30 value 0.731802  
## iter 40 value 0.094789  
## iter 50 value 0.045035  
## iter 60 value 0.016235  
## iter 70 value 0.004419  
## iter 80 value 0.002998  
## iter 90 value 0.001332  
## iter 100 value 0.000506  
## final value 0.000506   
## stopped after 100 iterations  
## # weights: 127  
## initial value 116.197501   
## iter 10 value 13.780692  
## iter 20 value 2.054571  
## iter 30 value 0.016150  
## iter 40 value 0.000825  
## final value 0.000078   
## converged  
## # weights: 145  
## initial value 117.022904   
## iter 10 value 13.898707  
## iter 20 value 2.123705  
## iter 30 value 0.022556  
## iter 40 value 0.002860  
## iter 50 value 0.000522  
## iter 60 value 0.000106  
## iter 60 value 0.000072  
## iter 60 value 0.000072  
## final value 0.000072   
## converged  
## # weights: 163  
## initial value 120.965853   
## iter 10 value 13.683651  
## iter 20 value 0.985186  
## iter 30 value 0.017487  
## iter 40 value 0.002550  
## iter 50 value 0.000195  
## iter 60 value 0.000135  
## final value 0.000042   
## converged  
## # weights: 181  
## initial value 130.387071   
## iter 10 value 12.583717  
## iter 20 value 0.237703  
## iter 30 value 0.007646  
## iter 40 value 0.000365  
## final value 0.000085   
## converged  
## # weights: 199  
## initial value 125.962814   
## iter 10 value 14.032026  
## iter 20 value 0.984858  
## iter 30 value 0.004179  
## final value 0.000097   
## converged  
## # weights: 217  
## initial value 111.025370   
## iter 10 value 14.883858  
## iter 20 value 3.389701  
## iter 30 value 0.310291  
## iter 40 value 0.037144  
## iter 50 value 0.008699  
## iter 60 value 0.003747  
## iter 70 value 0.001743  
## iter 80 value 0.000960  
## iter 90 value 0.000389  
## iter 100 value 0.000205  
## final value 0.000205   
## stopped after 100 iterations  
## # weights: 235  
## initial value 138.114717   
## iter 10 value 18.361278  
## iter 20 value 1.972892  
## iter 30 value 0.027695  
## iter 40 value 0.001626  
## iter 50 value 0.000384  
## final value 0.000079   
## converged  
## # weights: 253  
## initial value 127.629862   
## iter 10 value 13.719056  
## iter 20 value 2.249370  
## iter 30 value 0.008945  
## iter 40 value 0.000652  
## final value 0.000088   
## converged  
## # weights: 271  
## initial value 123.801359   
## iter 10 value 12.507346  
## iter 20 value 0.210387  
## iter 30 value 0.002718  
## final value 0.000098   
## converged  
## # weights: 289  
## initial value 106.352861   
## iter 10 value 10.755393  
## iter 20 value 0.329077  
## iter 30 value 0.006540  
## iter 40 value 0.000388  
## final value 0.000068   
## converged  
## # weights: 307  
## initial value 112.526097   
## iter 10 value 10.486754  
## iter 20 value 0.379509  
## iter 30 value 0.006137  
## iter 40 value 0.000245  
## iter 50 value 0.000119  
## final value 0.000097   
## converged  
## # weights: 325  
## initial value 135.672833   
## iter 10 value 9.699499  
## iter 20 value 0.110868  
## iter 30 value 0.002363  
## iter 40 value 0.000116  
## iter 40 value 0.000095  
## iter 40 value 0.000095  
## final value 0.000095   
## converged  
## # weights: 343  
## initial value 121.260416   
## iter 10 value 10.496148  
## iter 20 value 0.322364  
## iter 30 value 0.001857  
## iter 40 value 0.000349  
## iter 50 value 0.000147  
## final value 0.000080   
## converged  
## # weights: 361  
## initial value 191.481601   
## iter 10 value 11.789144  
## iter 20 value 0.182036  
## iter 30 value 0.003451  
## iter 40 value 0.000212  
## iter 50 value 0.000130  
## final value 0.000088   
## converged  
## # weights: 19  
## initial value 115.909229   
## iter 10 value 37.363604  
## iter 20 value 25.790049  
## iter 30 value 25.372652  
## iter 40 value 25.370998  
## iter 40 value 25.370998  
## final value 25.370998   
## converged  
## # weights: 37  
## initial value 119.277791   
## iter 10 value 24.789613  
## iter 20 value 20.274665  
## iter 30 value 18.988052  
## iter 40 value 18.431195  
## iter 50 value 18.386467  
## iter 60 value 18.385812  
## iter 60 value 18.385812  
## iter 60 value 18.385812  
## final value 18.385812   
## converged  
## # weights: 55  
## initial value 116.498045   
## iter 10 value 40.376403  
## iter 20 value 20.512099  
## iter 30 value 16.382316  
## iter 40 value 15.779972  
## iter 50 value 15.036228  
## iter 60 value 14.459069  
## iter 70 value 14.449124  
## final value 14.449099   
## converged  
## # weights: 73  
## initial value 121.727815   
## iter 10 value 22.212029  
## iter 20 value 16.774931  
## iter 30 value 14.986476  
## iter 40 value 14.464505  
## iter 50 value 14.089892  
## iter 60 value 13.994384  
## iter 70 value 13.992636  
## final value 13.992634   
## converged  
## # weights: 91  
## initial value 149.674644   
## iter 10 value 24.608986  
## iter 20 value 16.965180  
## iter 30 value 15.245711  
## iter 40 value 14.227134  
## iter 50 value 13.898569  
## iter 60 value 13.825812  
## iter 70 value 13.817784  
## iter 80 value 13.814981  
## iter 90 value 13.814861  
## iter 100 value 13.814848  
## final value 13.814848   
## stopped after 100 iterations  
## # weights: 109  
## initial value 122.337237   
## iter 10 value 41.068291  
## iter 20 value 19.556167  
## iter 30 value 15.009081  
## iter 40 value 14.216389  
## iter 50 value 14.069413  
## iter 60 value 14.027281  
## iter 70 value 14.000161  
## iter 80 value 13.995400  
## iter 90 value 13.993287  
## iter 100 value 13.992620  
## final value 13.992620   
## stopped after 100 iterations  
## # weights: 127  
## initial value 126.008270   
## iter 10 value 19.455356  
## iter 20 value 14.673253  
## iter 30 value 13.844101  
## iter 40 value 13.557203  
## iter 50 value 13.316811  
## iter 60 value 13.214213  
## iter 70 value 13.081697  
## iter 80 value 13.026288  
## iter 90 value 13.018836  
## iter 100 value 13.014691  
## final value 13.014691   
## stopped after 100 iterations  
## # weights: 145  
## initial value 135.484985   
## iter 10 value 30.032931  
## iter 20 value 18.565037  
## iter 30 value 14.919126  
## iter 40 value 14.164355  
## iter 50 value 13.805029  
## iter 60 value 13.692940  
## iter 70 value 13.310216  
## iter 80 value 13.139849  
## iter 90 value 13.125470  
## iter 100 value 13.120598  
## final value 13.120598   
## stopped after 100 iterations  
## # weights: 163  
## initial value 138.918825   
## iter 10 value 24.090147  
## iter 20 value 16.442867  
## iter 30 value 14.832473  
## iter 40 value 14.142356  
## iter 50 value 13.809392  
## iter 60 value 13.330000  
## iter 70 value 13.201532  
## iter 80 value 13.182587  
## iter 90 value 13.177386  
## iter 100 value 13.172320  
## final value 13.172320   
## stopped after 100 iterations  
## # weights: 181  
## initial value 125.956966   
## iter 10 value 34.626606  
## iter 20 value 17.198739  
## iter 30 value 14.092307  
## iter 40 value 13.418429  
## iter 50 value 13.189911  
## iter 60 value 13.045746  
## iter 70 value 13.017175  
## iter 80 value 13.008456  
## iter 90 value 13.004907  
## iter 100 value 12.997812  
## final value 12.997812   
## stopped after 100 iterations  
## # weights: 199  
## initial value 146.281544   
## iter 10 value 20.608112  
## iter 20 value 14.783464  
## iter 30 value 13.698297  
## iter 40 value 13.120222  
## iter 50 value 13.053578  
## iter 60 value 13.017442  
## iter 70 value 12.990928  
## iter 80 value 12.966729  
## iter 90 value 12.954126  
## iter 100 value 12.946012  
## final value 12.946012   
## stopped after 100 iterations  
## # weights: 217  
## initial value 123.280837   
## iter 10 value 21.540346  
## iter 20 value 14.609667  
## iter 30 value 13.490112  
## iter 40 value 13.109791  
## iter 50 value 12.978195  
## iter 60 value 12.903002  
## iter 70 value 12.883313  
## iter 80 value 12.861130  
## iter 90 value 12.855323  
## iter 100 value 12.853816  
## final value 12.853816   
## stopped after 100 iterations  
## # weights: 235  
## initial value 145.419566   
## iter 10 value 19.441793  
## iter 20 value 14.405865  
## iter 30 value 13.604702  
## iter 40 value 13.181344  
## iter 50 value 13.007144  
## iter 60 value 12.962375  
## iter 70 value 12.940336  
## iter 80 value 12.931617  
## iter 90 value 12.929649  
## iter 100 value 12.928934  
## final value 12.928934   
## stopped after 100 iterations  
## # weights: 253  
## initial value 151.843449   
## iter 10 value 20.877645  
## iter 20 value 15.001736  
## iter 30 value 13.446169  
## iter 40 value 13.144213  
## iter 50 value 13.046583  
## iter 60 value 13.020816  
## iter 70 value 13.004462  
## iter 80 value 12.985021  
## iter 90 value 12.979848  
## iter 100 value 12.976469  
## final value 12.976469   
## stopped after 100 iterations  
## # weights: 271  
## initial value 120.089754   
## iter 10 value 18.102756  
## iter 20 value 14.367218  
## iter 30 value 13.597707  
## iter 40 value 13.057394  
## iter 50 value 12.976859  
## iter 60 value 12.961263  
## iter 70 value 12.950380  
## iter 80 value 12.947908  
## iter 90 value 12.946962  
## iter 100 value 12.946423  
## final value 12.946423   
## stopped after 100 iterations  
## # weights: 289  
## initial value 155.431592   
## iter 10 value 21.320035  
## iter 20 value 14.687708  
## iter 30 value 13.832062  
## iter 40 value 13.257327  
## iter 50 value 13.036040  
## iter 60 value 12.979221  
## iter 70 value 12.955506  
## iter 80 value 12.946640  
## iter 90 value 12.935805  
## iter 100 value 12.926483  
## final value 12.926483   
## stopped after 100 iterations  
## # weights: 307  
## initial value 122.410926   
## iter 10 value 23.066889  
## iter 20 value 15.449585  
## iter 30 value 14.157436  
## iter 40 value 13.755198  
## iter 50 value 13.555385  
## iter 60 value 13.077210  
## iter 70 value 12.980287  
## iter 80 value 12.950934  
## iter 90 value 12.943917  
## iter 100 value 12.937635  
## final value 12.937635   
## stopped after 100 iterations  
## # weights: 325  
## initial value 116.079920   
## iter 10 value 22.055343  
## iter 20 value 15.041154  
## iter 30 value 13.842406  
## iter 40 value 13.215964  
## iter 50 value 13.045402  
## iter 60 value 13.001775  
## iter 70 value 12.971771  
## iter 80 value 12.947275  
## iter 90 value 12.941136  
## iter 100 value 12.933684  
## final value 12.933684   
## stopped after 100 iterations  
## # weights: 343  
## initial value 150.017001   
## iter 10 value 21.347486  
## iter 20 value 15.367677  
## iter 30 value 13.998944  
## iter 40 value 13.409618  
## iter 50 value 13.115025  
## iter 60 value 12.955026  
## iter 70 value 12.884935  
## iter 80 value 12.868920  
## iter 90 value 12.826917  
## iter 100 value 12.818294  
## final value 12.818294   
## stopped after 100 iterations  
## # weights: 361  
## initial value 119.445528   
## iter 10 value 21.157899  
## iter 20 value 14.875512  
## iter 30 value 13.550215  
## iter 40 value 13.148671  
## iter 50 value 13.016894  
## iter 60 value 12.963554  
## iter 70 value 12.935158  
## iter 80 value 12.920138  
## iter 90 value 12.908826  
## iter 100 value 12.898680  
## final value 12.898680   
## stopped after 100 iterations  
## # weights: 19  
## initial value 120.524278   
## iter 10 value 44.814413  
## iter 20 value 30.883047  
## iter 30 value 29.836476  
## final value 29.834094   
## converged  
## # weights: 37  
## initial value 120.566790   
## iter 10 value 43.996452  
## iter 20 value 31.412209  
## iter 30 value 26.921205  
## iter 40 value 25.202272  
## iter 50 value 25.088395  
## final value 25.088384   
## converged  
## # weights: 55  
## initial value 112.644629   
## iter 10 value 26.614532  
## iter 20 value 22.548615  
## iter 30 value 22.021325  
## iter 40 value 22.003719  
## iter 50 value 22.002877  
## iter 50 value 22.002877  
## iter 50 value 22.002877  
## final value 22.002877   
## converged  
## # weights: 73  
## initial value 120.553337   
## iter 10 value 36.873510  
## iter 20 value 22.957120  
## iter 30 value 21.488071  
## iter 40 value 21.250664  
## iter 50 value 21.093836  
## iter 60 value 21.083808  
## iter 70 value 21.074509  
## iter 80 value 21.072257  
## iter 90 value 21.072144  
## final value 21.072143   
## converged  
## # weights: 91  
## initial value 122.680452   
## iter 10 value 27.244485  
## iter 20 value 21.391995  
## iter 30 value 20.730483  
## iter 40 value 20.492343  
## iter 50 value 20.476981  
## iter 60 value 20.473766  
## iter 70 value 20.473696  
## iter 70 value 20.473696  
## iter 70 value 20.473696  
## final value 20.473696   
## converged  
## # weights: 109  
## initial value 122.922271   
## iter 10 value 28.325452  
## iter 20 value 22.633466  
## iter 30 value 21.351932  
## iter 40 value 20.784994  
## iter 50 value 20.196903  
## iter 60 value 20.091412  
## iter 70 value 20.040445  
## iter 80 value 20.038068  
## iter 90 value 20.037984  
## final value 20.037982   
## converged  
## # weights: 127  
## initial value 118.257355   
## iter 10 value 27.485136  
## iter 20 value 21.389619  
## iter 30 value 20.296310  
## iter 40 value 20.157182  
## iter 50 value 20.106179  
## iter 60 value 20.091427  
## iter 70 value 20.079182  
## iter 80 value 20.078719  
## iter 90 value 20.078668  
## final value 20.078666   
## converged  
## # weights: 145  
## initial value 134.543015   
## iter 10 value 28.394421  
## iter 20 value 21.526126  
## iter 30 value 20.398648  
## iter 40 value 20.240957  
## iter 50 value 20.200724  
## iter 60 value 20.165202  
## iter 70 value 20.153176  
## iter 80 value 20.151278  
## iter 90 value 20.150868  
## iter 100 value 20.150842  
## final value 20.150842   
## stopped after 100 iterations  
## # weights: 163  
## initial value 119.505880   
## iter 10 value 35.265574  
## iter 20 value 21.484997  
## iter 30 value 20.606979  
## iter 40 value 20.150600  
## iter 50 value 20.103134  
## iter 60 value 20.081860  
## iter 70 value 20.079157  
## iter 80 value 20.078842  
## iter 90 value 20.078779  
## iter 100 value 20.078773  
## final value 20.078773   
## stopped after 100 iterations  
## # weights: 181  
## initial value 124.208106   
## iter 10 value 26.161613  
## iter 20 value 21.515006  
## iter 30 value 20.746287  
## iter 40 value 20.012658  
## iter 50 value 19.784711  
## iter 60 value 19.725027  
## iter 70 value 19.717310  
## iter 80 value 19.714462  
## iter 90 value 19.714035  
## iter 100 value 19.713802  
## final value 19.713802   
## stopped after 100 iterations  
## # weights: 199  
## initial value 146.848872   
## iter 10 value 28.641308  
## iter 20 value 21.801294  
## iter 30 value 20.442614  
## iter 40 value 19.772211  
## iter 50 value 19.629666  
## iter 60 value 19.595641  
## iter 70 value 19.583813  
## iter 80 value 19.572497  
## iter 90 value 19.540692  
## iter 100 value 19.539340  
## final value 19.539340   
## stopped after 100 iterations  
## # weights: 217  
## initial value 113.420150   
## iter 10 value 25.770272  
## iter 20 value 20.840851  
## iter 30 value 20.232721  
## iter 40 value 19.997351  
## iter 50 value 19.637969  
## iter 60 value 19.567940  
## iter 70 value 19.556905  
## iter 80 value 19.554871  
## iter 90 value 19.554576  
## iter 100 value 19.554379  
## final value 19.554379   
## stopped after 100 iterations  
## # weights: 235  
## initial value 133.738365   
## iter 10 value 27.338852  
## iter 20 value 20.773503  
## iter 30 value 20.255754  
## iter 40 value 20.008373  
## iter 50 value 19.648624  
## iter 60 value 19.606241  
## iter 70 value 19.566115  
## iter 80 value 19.563977  
## iter 90 value 19.558203  
## iter 100 value 19.554145  
## final value 19.554145   
## stopped after 100 iterations  
## # weights: 253  
## initial value 105.662459   
## iter 10 value 26.369312  
## iter 20 value 21.044419  
## iter 30 value 20.177369  
## iter 40 value 19.720180  
## iter 50 value 19.634185  
## iter 60 value 19.608798  
## iter 70 value 19.602413  
## iter 80 value 19.601500  
## iter 90 value 19.601359  
## iter 100 value 19.601334  
## final value 19.601334   
## stopped after 100 iterations  
## # weights: 271  
## initial value 135.089392   
## iter 10 value 25.024434  
## iter 20 value 21.035955  
## iter 30 value 20.505156  
## iter 40 value 19.846146  
## iter 50 value 19.656582  
## iter 60 value 19.607620  
## iter 70 value 19.586497  
## iter 80 value 19.578761  
## iter 90 value 19.577841  
## iter 100 value 19.577256  
## final value 19.577256   
## stopped after 100 iterations  
## # weights: 289  
## initial value 140.837645   
## iter 10 value 26.480434  
## iter 20 value 21.195407  
## iter 30 value 20.359443  
## iter 40 value 20.226389  
## iter 50 value 20.186395  
## iter 60 value 20.120752  
## iter 70 value 19.840523  
## iter 80 value 19.557615  
## iter 90 value 19.512631  
## iter 100 value 19.488303  
## final value 19.488303   
## stopped after 100 iterations  
## # weights: 307  
## initial value 121.720319   
## iter 10 value 25.096570  
## iter 20 value 20.677237  
## iter 30 value 20.204689  
## iter 40 value 19.918426  
## iter 50 value 19.621799  
## iter 60 value 19.502630  
## iter 70 value 19.488595  
## iter 80 value 19.482426  
## iter 90 value 19.480277  
## iter 100 value 19.479590  
## final value 19.479590   
## stopped after 100 iterations  
## # weights: 325  
## initial value 152.179523   
## iter 10 value 38.410024  
## iter 20 value 23.611195  
## iter 30 value 20.360842  
## iter 40 value 19.704848  
## iter 50 value 19.528077  
## iter 60 value 19.481578  
## iter 70 value 19.469657  
## iter 80 value 19.466401  
## iter 90 value 19.465116  
## iter 100 value 19.464810  
## final value 19.464810   
## stopped after 100 iterations  
## # weights: 343  
## initial value 128.662038   
## iter 10 value 26.273761  
## iter 20 value 20.708514  
## iter 30 value 19.948931  
## iter 40 value 19.676291  
## iter 50 value 19.584201  
## iter 60 value 19.519844  
## iter 70 value 19.466041  
## iter 80 value 19.457265  
## iter 90 value 19.455776  
## iter 100 value 19.455159  
## final value 19.455159   
## stopped after 100 iterations  
## # weights: 361  
## initial value 128.268017   
## iter 10 value 30.876448  
## iter 20 value 21.379036  
## iter 30 value 19.751143  
## iter 40 value 19.552034  
## iter 50 value 19.498854  
## iter 60 value 19.460340  
## iter 70 value 19.453939  
## iter 80 value 19.452995  
## iter 90 value 19.451691  
## iter 100 value 19.451093  
## final value 19.451093   
## stopped after 100 iterations  
## # weights: 19  
## initial value 119.922559   
## iter 10 value 27.910692  
## iter 20 value 17.276054  
## iter 30 value 15.554558  
## iter 40 value 13.145990  
## iter 50 value 13.079285  
## iter 60 value 13.073521  
## iter 70 value 13.069417  
## iter 80 value 13.067805  
## iter 90 value 13.067081  
## iter 100 value 13.066145  
## final value 13.066145   
## stopped after 100 iterations  
## # weights: 37  
## initial value 127.759776   
## iter 10 value 28.827411  
## iter 20 value 13.035453  
## iter 30 value 11.802494  
## iter 40 value 11.791192  
## final value 11.791118   
## converged  
## # weights: 55  
## initial value 122.453044   
## iter 10 value 27.956818  
## iter 20 value 15.696671  
## iter 30 value 4.524155  
## iter 40 value 3.369816  
## iter 50 value 3.365435  
## iter 60 value 3.365239  
## iter 70 value 3.365059  
## final value 3.365058   
## converged  
## # weights: 73  
## initial value 117.227038   
## iter 10 value 21.582644  
## iter 20 value 4.087080  
## iter 30 value 2.516435  
## iter 40 value 2.502566  
## iter 50 value 2.502053  
## final value 2.502012   
## converged  
## # weights: 91  
## initial value 109.448158   
## iter 10 value 17.420341  
## iter 20 value 1.024307  
## iter 30 value 0.026790  
## iter 40 value 0.001902  
## final value 0.000079   
## converged  
## # weights: 109  
## initial value 167.501827   
## iter 10 value 17.833821  
## iter 20 value 0.892957  
## iter 30 value 0.011487  
## final value 0.000056   
## converged  
## # weights: 127  
## initial value 134.292033   
## iter 10 value 13.499167  
## iter 20 value 3.340753  
## iter 30 value 1.404734  
## iter 40 value 1.388031  
## iter 50 value 1.386427  
## final value 1.386294   
## converged  
## # weights: 145  
## initial value 125.214546   
## iter 10 value 16.333851  
## iter 20 value 2.346135  
## iter 30 value 0.185648  
## iter 40 value 0.018381  
## iter 50 value 0.004844  
## iter 60 value 0.001788  
## iter 70 value 0.000705  
## iter 80 value 0.000227  
## iter 90 value 0.000150  
## final value 0.000097   
## converged  
## # weights: 163  
## initial value 162.290171   
## iter 10 value 8.923627  
## iter 20 value 0.443947  
## iter 30 value 0.007566  
## iter 40 value 0.000428  
## iter 50 value 0.000192  
## final value 0.000094   
## converged  
## # weights: 181  
## initial value 108.774994   
## iter 10 value 12.134420  
## iter 20 value 0.914452  
## iter 30 value 0.006252  
## iter 40 value 0.000270  
## final value 0.000096   
## converged  
## # weights: 199  
## initial value 134.154773   
## iter 10 value 13.345491  
## iter 20 value 1.736191  
## iter 30 value 0.007812  
## iter 40 value 0.000299  
## final value 0.000098   
## converged  
## # weights: 217  
## initial value 193.403806   
## iter 10 value 12.341746  
## iter 20 value 0.206796  
## iter 30 value 0.002472  
## iter 40 value 0.000186  
## final value 0.000095   
## converged  
## # weights: 235  
## initial value 167.038232   
## iter 10 value 11.241676  
## iter 20 value 0.619329  
## iter 30 value 0.014619  
## iter 40 value 0.002398  
## iter 50 value 0.000118  
## final value 0.000083   
## converged  
## # weights: 253  
## initial value 118.305938   
## iter 10 value 14.935619  
## iter 20 value 0.476704  
## iter 30 value 0.007110  
## iter 40 value 0.000192  
## final value 0.000093   
## converged  
## # weights: 271  
## initial value 142.477542   
## iter 10 value 14.343123  
## iter 20 value 0.198402  
## iter 30 value 0.002854  
## iter 40 value 0.000343  
## final value 0.000068   
## converged  
## # weights: 289  
## initial value 102.168551   
## iter 10 value 20.484492  
## iter 20 value 1.008371  
## iter 30 value 0.004611  
## iter 40 value 0.000743  
## iter 50 value 0.000288  
## final value 0.000086   
## converged  
## # weights: 307  
## initial value 116.589369   
## iter 10 value 7.266052  
## iter 20 value 0.184715  
## iter 30 value 0.003901  
## iter 40 value 0.000519  
## iter 50 value 0.000131  
## final value 0.000086   
## converged  
## # weights: 325  
## initial value 118.953307   
## iter 10 value 11.754226  
## iter 20 value 0.212021  
## iter 30 value 0.003614  
## final value 0.000078   
## converged  
## # weights: 343  
## initial value 113.820085   
## iter 10 value 14.055352  
## iter 20 value 0.917463  
## iter 30 value 0.012390  
## iter 40 value 0.000513  
## iter 50 value 0.000247  
## final value 0.000052   
## converged  
## # weights: 361  
## initial value 197.254322   
## iter 10 value 10.809277  
## iter 20 value 0.833906  
## iter 30 value 0.015333  
## iter 40 value 0.000753  
## iter 50 value 0.000192  
## final value 0.000090   
## converged  
## # weights: 19  
## initial value 112.461545   
## iter 10 value 32.997944  
## iter 20 value 26.527296  
## iter 30 value 25.726275  
## final value 25.726059   
## converged  
## # weights: 37  
## initial value 129.556548   
## iter 10 value 38.067918  
## iter 20 value 21.290759  
## iter 30 value 19.514127  
## iter 40 value 19.477382  
## iter 50 value 19.475699  
## final value 19.475694   
## converged  
## # weights: 55  
## initial value 148.705291   
## iter 10 value 41.720895  
## iter 20 value 27.152912  
## iter 30 value 20.400098  
## iter 40 value 19.474782  
## iter 50 value 19.174750  
## iter 60 value 18.718038  
## iter 70 value 18.631048  
## iter 80 value 18.626518  
## final value 18.626517   
## converged  
## # weights: 73  
## initial value 122.626266   
## iter 10 value 26.335371  
## iter 20 value 19.954697  
## iter 30 value 16.642403  
## iter 40 value 15.045638  
## iter 50 value 14.668067  
## iter 60 value 14.643700  
## iter 70 value 14.633962  
## iter 80 value 14.633665  
## iter 90 value 14.633624  
## final value 14.633624   
## converged  
## # weights: 91  
## initial value 114.743658   
## iter 10 value 29.404821  
## iter 20 value 17.275785  
## iter 30 value 16.096298  
## iter 40 value 15.885254  
## iter 50 value 15.753863  
## iter 60 value 15.323445  
## iter 70 value 14.556494  
## iter 80 value 14.410424  
## iter 90 value 14.367433  
## iter 100 value 14.339487  
## final value 14.339487   
## stopped after 100 iterations  
## # weights: 109  
## initial value 118.977021   
## iter 10 value 19.017051  
## iter 20 value 15.614090  
## iter 30 value 14.733989  
## iter 40 value 14.168625  
## iter 50 value 13.765059  
## iter 60 value 13.712220  
## iter 70 value 13.710374  
## iter 80 value 13.710233  
## final value 13.710224   
## converged  
## # weights: 127  
## initial value 135.594045   
## iter 10 value 26.789512  
## iter 20 value 15.905853  
## iter 30 value 14.091598  
## iter 40 value 13.505169  
## iter 50 value 13.412522  
## iter 60 value 13.346791  
## iter 70 value 13.339000  
## iter 80 value 13.337134  
## iter 90 value 13.336672  
## iter 100 value 13.336627  
## final value 13.336627   
## stopped after 100 iterations  
## # weights: 145  
## initial value 128.689031   
## iter 10 value 25.561040  
## iter 20 value 15.958506  
## iter 30 value 14.539457  
## iter 40 value 13.975391  
## iter 50 value 13.635149  
## iter 60 value 13.536313  
## iter 70 value 13.472875  
## iter 80 value 13.316823  
## iter 90 value 13.229126  
## iter 100 value 13.216620  
## final value 13.216620   
## stopped after 100 iterations  
## # weights: 163  
## initial value 120.928610   
## iter 10 value 22.143239  
## iter 20 value 16.066966  
## iter 30 value 14.418485  
## iter 40 value 13.991183  
## iter 50 value 13.871689  
## iter 60 value 13.625410  
## iter 70 value 13.370681  
## iter 80 value 13.284352  
## iter 90 value 13.246272  
## iter 100 value 13.209456  
## final value 13.209456   
## stopped after 100 iterations  
## # weights: 181  
## initial value 135.644378   
## iter 10 value 20.279742  
## iter 20 value 14.540459  
## iter 30 value 13.725969  
## iter 40 value 13.384930  
## iter 50 value 13.202864  
## iter 60 value 13.103280  
## iter 70 value 13.018696  
## iter 80 value 12.995586  
## iter 90 value 12.993375  
## iter 100 value 12.992810  
## final value 12.992810   
## stopped after 100 iterations  
## # weights: 199  
## initial value 108.992728   
## iter 10 value 19.596176  
## iter 20 value 14.574415  
## iter 30 value 13.723046  
## iter 40 value 13.216123  
## iter 50 value 13.001507  
## iter 60 value 12.987690  
## iter 70 value 12.986488  
## iter 80 value 12.986170  
## iter 90 value 12.985894  
## iter 100 value 12.985868  
## final value 12.985868   
## stopped after 100 iterations  
## # weights: 217  
## initial value 149.725581   
## iter 10 value 24.483764  
## iter 20 value 14.979980  
## iter 30 value 13.948402  
## iter 40 value 13.312201  
## iter 50 value 13.087763  
## iter 60 value 13.036833  
## iter 70 value 13.018212  
## iter 80 value 12.997700  
## iter 90 value 12.992245  
## iter 100 value 12.987776  
## final value 12.987776   
## stopped after 100 iterations  
## # weights: 235  
## initial value 136.924685   
## iter 10 value 27.988933  
## iter 20 value 16.915212  
## iter 30 value 14.239133  
## iter 40 value 13.431423  
## iter 50 value 13.200090  
## iter 60 value 13.072238  
## iter 70 value 13.042320  
## iter 80 value 13.010605  
## iter 90 value 12.982023  
## iter 100 value 12.968953  
## final value 12.968953   
## stopped after 100 iterations  
## # weights: 253  
## initial value 129.311915   
## iter 10 value 23.018024  
## iter 20 value 14.309070  
## iter 30 value 13.390580  
## iter 40 value 13.147582  
## iter 50 value 13.015407  
## iter 60 value 12.983716  
## iter 70 value 12.964266  
## iter 80 value 12.956794  
## iter 90 value 12.953408  
## iter 100 value 12.944870  
## final value 12.944870   
## stopped after 100 iterations  
## # weights: 271  
## initial value 125.731751   
## iter 10 value 21.687478  
## iter 20 value 14.499598  
## iter 30 value 13.475990  
## iter 40 value 13.158249  
## iter 50 value 13.058111  
## iter 60 value 12.982711  
## iter 70 value 12.950131  
## iter 80 value 12.937218  
## iter 90 value 12.925339  
## iter 100 value 12.917177  
## final value 12.917177   
## stopped after 100 iterations  
## # weights: 289  
## initial value 181.823349   
## iter 10 value 22.537698  
## iter 20 value 15.031740  
## iter 30 value 13.850048  
## iter 40 value 13.215622  
## iter 50 value 13.099021  
## iter 60 value 13.001366  
## iter 70 value 12.933321  
## iter 80 value 12.922081  
## iter 90 value 12.918845  
## iter 100 value 12.914794  
## final value 12.914794   
## stopped after 100 iterations  
## # weights: 307  
## initial value 171.821676   
## iter 10 value 28.418098  
## iter 20 value 15.750780  
## iter 30 value 14.182203  
## iter 40 value 13.435837  
## iter 50 value 13.175619  
## iter 60 value 13.079847  
## iter 70 value 13.053111  
## iter 80 value 13.048973  
## iter 90 value 13.046511  
## iter 100 value 13.045398  
## final value 13.045398   
## stopped after 100 iterations  
## # weights: 325  
## initial value 140.528847   
## iter 10 value 23.080847  
## iter 20 value 14.692856  
## iter 30 value 13.679850  
## iter 40 value 13.229527  
## iter 50 value 13.138377  
## iter 60 value 13.094180  
## iter 70 value 13.086374  
## iter 80 value 13.083746  
## iter 90 value 13.082021  
## iter 100 value 13.080546  
## final value 13.080546   
## stopped after 100 iterations  
## # weights: 343  
## initial value 126.364644   
## iter 10 value 21.985519  
## iter 20 value 15.668754  
## iter 30 value 13.581581  
## iter 40 value 13.157950  
## iter 50 value 13.079693  
## iter 60 value 13.053751  
## iter 70 value 13.048860  
## iter 80 value 13.046995  
## iter 90 value 13.045676  
## iter 100 value 13.040560  
## final value 13.040560   
## stopped after 100 iterations  
## # weights: 361  
## initial value 149.366488   
## iter 10 value 22.490739  
## iter 20 value 15.717392  
## iter 30 value 14.210048  
## iter 40 value 13.790934  
## iter 50 value 13.229441  
## iter 60 value 13.008822  
## iter 70 value 12.925900  
## iter 80 value 12.887752  
## iter 90 value 12.871249  
## iter 100 value 12.866132  
## final value 12.866132   
## stopped after 100 iterations  
## # weights: 19  
## initial value 113.864233   
## iter 10 value 42.860619  
## iter 20 value 31.600579  
## iter 30 value 30.548223  
## final value 30.548203   
## converged  
## # weights: 37  
## initial value 128.920005   
## iter 10 value 47.679760  
## iter 20 value 28.237459  
## iter 30 value 26.198458  
## iter 40 value 25.818778  
## iter 50 value 25.805789  
## final value 25.805668   
## converged  
## # weights: 55  
## initial value 133.478168   
## iter 10 value 46.523089  
## iter 20 value 29.497340  
## iter 30 value 24.218523  
## iter 40 value 23.792894  
## iter 50 value 23.349563  
## iter 60 value 23.289094  
## iter 70 value 23.285515  
## iter 80 value 23.285299  
## iter 90 value 23.285265  
## iter 90 value 23.285265  
## iter 90 value 23.285265  
## final value 23.285265   
## converged  
## # weights: 73  
## initial value 112.954076   
## iter 10 value 32.687965  
## iter 20 value 25.300452  
## iter 30 value 23.140768  
## iter 40 value 22.251701  
## iter 50 value 22.234224  
## iter 60 value 22.234132  
## iter 70 value 22.233482  
## iter 80 value 22.232592  
## iter 90 value 22.127841  
## iter 100 value 21.891408  
## final value 21.891408   
## stopped after 100 iterations  
## # weights: 91  
## initial value 114.967101   
## iter 10 value 27.781886  
## iter 20 value 22.824590  
## iter 30 value 21.602743  
## iter 40 value 20.910064  
## iter 50 value 20.681707  
## iter 60 value 20.456832  
## iter 70 value 20.424245  
## iter 80 value 20.422510  
## iter 90 value 20.422307  
## final value 20.422306   
## converged  
## # weights: 109  
## initial value 116.619741   
## iter 10 value 29.874853  
## iter 20 value 22.549891  
## iter 30 value 21.384530  
## iter 40 value 20.957014  
## iter 50 value 20.676659  
## iter 60 value 20.566808  
## iter 70 value 20.559399  
## iter 80 value 20.558420  
## iter 90 value 20.558272  
## final value 20.558271   
## converged  
## # weights: 127  
## initial value 109.430156   
## iter 10 value 26.186661  
## iter 20 value 21.618458  
## iter 30 value 20.706783  
## iter 40 value 20.332239  
## iter 50 value 20.268954  
## iter 60 value 20.249606  
## iter 70 value 20.248295  
## final value 20.248294   
## converged  
## # weights: 145  
## initial value 134.470733   
## iter 10 value 27.966304  
## iter 20 value 21.602420  
## iter 30 value 20.668584  
## iter 40 value 20.357865  
## iter 50 value 20.217045  
## iter 60 value 20.175555  
## iter 70 value 20.090155  
## iter 80 value 19.984628  
## iter 90 value 19.915245  
## iter 100 value 19.913689  
## final value 19.913689   
## stopped after 100 iterations  
## # weights: 163  
## initial value 149.928251   
## iter 10 value 28.018562  
## iter 20 value 21.982627  
## iter 30 value 20.550545  
## iter 40 value 20.295384  
## iter 50 value 20.265767  
## iter 60 value 20.258400  
## iter 70 value 20.249639  
## iter 80 value 20.166419  
## iter 90 value 20.071852  
## iter 100 value 20.024551  
## final value 20.024551   
## stopped after 100 iterations  
## # weights: 181  
## initial value 144.895088   
## iter 10 value 24.828511  
## iter 20 value 20.749182  
## iter 30 value 20.250669  
## iter 40 value 20.064207  
## iter 50 value 20.024154  
## iter 60 value 19.935195  
## iter 70 value 19.894900  
## iter 80 value 19.851893  
## iter 90 value 19.826877  
## iter 100 value 19.825858  
## final value 19.825858   
## stopped after 100 iterations  
## # weights: 199  
## initial value 162.934618   
## iter 10 value 27.162154  
## iter 20 value 21.199820  
## iter 30 value 20.457745  
## iter 40 value 20.188878  
## iter 50 value 20.149417  
## iter 60 value 20.142379  
## iter 70 value 20.114752  
## iter 80 value 19.978443  
## iter 90 value 19.946614  
## iter 100 value 19.815867  
## final value 19.815867   
## stopped after 100 iterations  
## # weights: 217  
## initial value 133.677942   
## iter 10 value 26.231762  
## iter 20 value 20.976850  
## iter 30 value 20.330365  
## iter 40 value 20.242469  
## iter 50 value 20.207493  
## iter 60 value 20.167063  
## iter 70 value 20.160521  
## iter 80 value 20.096610  
## iter 90 value 20.000346  
## iter 100 value 19.965476  
## final value 19.965476   
## stopped after 100 iterations  
## # weights: 235  
## initial value 133.883364   
## iter 10 value 30.680336  
## iter 20 value 21.218389  
## iter 30 value 20.330981  
## iter 40 value 20.006972  
## iter 50 value 19.865646  
## iter 60 value 19.805894  
## iter 70 value 19.790142  
## iter 80 value 19.786858  
## iter 90 value 19.786493  
## iter 100 value 19.785060  
## final value 19.785060   
## stopped after 100 iterations  
## # weights: 253  
## initial value 147.191208   
## iter 10 value 31.438564  
## iter 20 value 21.857739  
## iter 30 value 20.058215  
## iter 40 value 19.863170  
## iter 50 value 19.833699  
## iter 60 value 19.827667  
## iter 70 value 19.809359  
## iter 80 value 19.804126  
## iter 90 value 19.802360  
## iter 100 value 19.801984  
## final value 19.801984   
## stopped after 100 iterations  
## # weights: 271  
## initial value 131.256010   
## iter 10 value 24.917612  
## iter 20 value 20.673055  
## iter 30 value 20.207774  
## iter 40 value 19.898242  
## iter 50 value 19.811288  
## iter 60 value 19.779475  
## iter 70 value 19.771994  
## iter 80 value 19.769445  
## iter 90 value 19.768209  
## iter 100 value 19.768050  
## final value 19.768050   
## stopped after 100 iterations  
## # weights: 289  
## initial value 144.263761   
## iter 10 value 28.036644  
## iter 20 value 21.511962  
## iter 30 value 20.587555  
## iter 40 value 20.271635  
## iter 50 value 20.186919  
## iter 60 value 20.159601  
## iter 70 value 20.056658  
## iter 80 value 19.977542  
## iter 90 value 19.968137  
## iter 100 value 19.954327  
## final value 19.954327   
## stopped after 100 iterations  
## # weights: 307  
## initial value 146.191597   
## iter 10 value 25.159081  
## iter 20 value 20.692640  
## iter 30 value 20.149865  
## iter 40 value 19.915074  
## iter 50 value 19.826852  
## iter 60 value 19.802504  
## iter 70 value 19.796314  
## iter 80 value 19.794134  
## iter 90 value 19.792969  
## iter 100 value 19.792299  
## final value 19.792299   
## stopped after 100 iterations  
## # weights: 325  
## initial value 159.540840   
## iter 10 value 25.763276  
## iter 20 value 20.422198  
## iter 30 value 19.894417  
## iter 40 value 19.810482  
## iter 50 value 19.796049  
## iter 60 value 19.791628  
## iter 70 value 19.789840  
## iter 80 value 19.787422  
## iter 90 value 19.786488  
## iter 100 value 19.786318  
## final value 19.786318   
## stopped after 100 iterations  
## # weights: 343  
## initial value 127.763010   
## iter 10 value 25.110413  
## iter 20 value 20.813570  
## iter 30 value 20.092690  
## iter 40 value 19.875993  
## iter 50 value 19.827033  
## iter 60 value 19.761475  
## iter 70 value 19.745765  
## iter 80 value 19.741241  
## iter 90 value 19.739065  
## iter 100 value 19.738937  
## final value 19.738937   
## stopped after 100 iterations  
## # weights: 361  
## initial value 118.833993   
## iter 10 value 23.861340  
## iter 20 value 20.176180  
## iter 30 value 19.811765  
## iter 40 value 19.767917  
## iter 50 value 19.753537  
## iter 60 value 19.749026  
## iter 70 value 19.746410  
## iter 80 value 19.745842  
## iter 90 value 19.745306  
## iter 100 value 19.737067  
## final value 19.737067   
## stopped after 100 iterations  
## # weights: 19  
## initial value 120.066747   
## iter 10 value 42.026815  
## iter 20 value 17.925567  
## iter 30 value 16.402024  
## iter 40 value 14.561556  
## iter 50 value 13.523907  
## iter 60 value 13.393552  
## iter 70 value 13.346327  
## iter 80 value 13.203902  
## iter 90 value 13.195825  
## iter 100 value 13.185626  
## final value 13.185626   
## stopped after 100 iterations  
## # weights: 37  
## initial value 109.916612   
## iter 10 value 27.670535  
## iter 20 value 11.509698  
## iter 30 value 7.419254  
## iter 40 value 7.180953  
## iter 50 value 6.111317  
## iter 60 value 6.109444  
## iter 70 value 6.108945  
## iter 80 value 6.108815  
## iter 90 value 6.108711  
## final value 6.108707   
## converged  
## # weights: 55  
## initial value 118.276796   
## iter 10 value 24.757694  
## iter 20 value 9.959915  
## iter 30 value 3.696497  
## iter 40 value 3.372989  
## iter 50 value 3.365557  
## iter 60 value 3.365096  
## final value 3.365065   
## converged  
## # weights: 73  
## initial value 126.217637   
## iter 10 value 17.786321  
## iter 20 value 4.406213  
## iter 30 value 3.390356  
## iter 40 value 3.365166  
## final value 3.365059   
## converged  
## # weights: 91  
## initial value 116.771493   
## iter 10 value 17.861706  
## iter 20 value 2.755966  
## iter 30 value 0.146001  
## iter 40 value 0.024578  
## iter 50 value 0.018803  
## iter 60 value 0.010502  
## iter 70 value 0.002312  
## iter 80 value 0.001355  
## iter 90 value 0.000856  
## iter 100 value 0.000441  
## final value 0.000441   
## stopped after 100 iterations  
## # weights: 109  
## initial value 129.765426   
## iter 10 value 24.972354  
## iter 20 value 8.432211  
## iter 30 value 5.349899  
## iter 40 value 3.578179  
## iter 50 value 3.336716  
## iter 60 value 3.284725  
## iter 70 value 2.340992  
## iter 80 value 2.242008  
## iter 90 value 0.053906  
## iter 100 value 0.003949  
## final value 0.003949   
## stopped after 100 iterations  
## # weights: 127  
## initial value 125.672974   
## iter 10 value 11.831117  
## iter 20 value 0.224798  
## iter 30 value 0.001326  
## final value 0.000051   
## converged  
## # weights: 145  
## initial value 116.364636   
## iter 10 value 22.168898  
## iter 20 value 8.396527  
## iter 30 value 2.853628  
## iter 40 value 0.068492  
## iter 50 value 0.007112  
## iter 60 value 0.001230  
## iter 70 value 0.000450  
## iter 80 value 0.000257  
## final value 0.000065   
## converged  
## # weights: 163  
## initial value 115.989996   
## iter 10 value 17.720810  
## iter 20 value 2.261244  
## iter 30 value 0.011600  
## iter 40 value 0.000884  
## final value 0.000082   
## converged  
## # weights: 181  
## initial value 138.793699   
## iter 10 value 15.921842  
## iter 20 value 4.048240  
## iter 30 value 0.027771  
## iter 40 value 0.001799  
## final value 0.000094   
## converged  
## # weights: 199  
## initial value 127.988150   
## iter 10 value 15.221573  
## iter 20 value 0.742772  
## iter 30 value 0.011473  
## iter 40 value 0.000599  
## iter 50 value 0.000173  
## final value 0.000092   
## converged  
## # weights: 217  
## initial value 126.958657   
## iter 10 value 15.165615  
## iter 20 value 0.239304  
## iter 30 value 0.002255  
## final value 0.000074   
## converged  
## # weights: 235  
## initial value 134.802653   
## iter 10 value 20.804627  
## iter 20 value 1.167140  
## iter 30 value 0.010316  
## iter 40 value 0.001114  
## final value 0.000099   
## converged  
## # weights: 253  
## initial value 141.144278   
## iter 10 value 15.201846  
## iter 20 value 0.445704  
## iter 30 value 0.004920  
## iter 40 value 0.000729  
## final value 0.000068   
## converged  
## # weights: 271  
## initial value 150.314417   
## iter 10 value 25.032486  
## iter 20 value 5.578236  
## iter 30 value 0.154731  
## iter 40 value 0.012757  
## iter 50 value 0.000512  
## final value 0.000070   
## converged  
## # weights: 289  
## initial value 121.445547   
## iter 10 value 9.538156  
## iter 20 value 0.379888  
## iter 30 value 0.010894  
## iter 40 value 0.000945  
## iter 50 value 0.000165  
## final value 0.000099   
## converged  
## # weights: 307  
## initial value 128.879301   
## iter 10 value 11.469096  
## iter 20 value 0.157421  
## iter 30 value 0.001386  
## iter 40 value 0.000110  
## iter 40 value 0.000088  
## iter 40 value 0.000088  
## final value 0.000088   
## converged  
## # weights: 325  
## initial value 120.688482   
## iter 10 value 11.312201  
## iter 20 value 1.010230  
## iter 30 value 0.022331  
## iter 40 value 0.002017  
## iter 50 value 0.000686  
## iter 60 value 0.000145  
## final value 0.000081   
## converged  
## # weights: 343  
## initial value 112.887711   
## iter 10 value 13.403006  
## iter 20 value 1.412659  
## iter 30 value 0.028592  
## iter 40 value 0.003614  
## iter 50 value 0.000219  
## final value 0.000091   
## converged  
## # weights: 361  
## initial value 168.945295   
## iter 10 value 10.067817  
## iter 20 value 0.191487  
## iter 30 value 0.003620  
## iter 40 value 0.000361  
## iter 50 value 0.000149  
## final value 0.000082   
## converged  
## # weights: 19  
## initial value 121.349468   
## iter 10 value 41.900731  
## iter 20 value 28.148884  
## iter 30 value 26.977572  
## iter 40 value 26.950502  
## iter 40 value 26.950502  
## final value 26.950502   
## converged  
## # weights: 37  
## initial value 120.113898   
## iter 10 value 48.467108  
## iter 20 value 25.952967  
## iter 30 value 22.704577  
## iter 40 value 21.532398  
## iter 50 value 21.417711  
## iter 60 value 21.330013  
## iter 70 value 21.290961  
## iter 80 value 21.290387  
## iter 90 value 21.290346  
## final value 21.290341   
## converged  
## # weights: 55  
## initial value 121.767309   
## iter 10 value 27.613813  
## iter 20 value 20.396588  
## iter 30 value 18.090892  
## iter 40 value 16.708943  
## iter 50 value 16.594491  
## iter 60 value 16.584278  
## final value 16.584275   
## converged  
## # weights: 73  
## initial value 117.571378   
## iter 10 value 39.038829  
## iter 20 value 21.631962  
## iter 30 value 17.549589  
## iter 40 value 16.910627  
## iter 50 value 16.873333  
## iter 60 value 16.866531  
## iter 70 value 16.865910  
## iter 80 value 16.865896  
## final value 16.865895   
## converged  
## # weights: 91  
## initial value 114.905932   
## iter 10 value 29.399476  
## iter 20 value 18.662201  
## iter 30 value 16.577626  
## iter 40 value 15.647159  
## iter 50 value 15.249253  
## iter 60 value 15.162475  
## iter 70 value 15.158528  
## iter 80 value 15.157832  
## iter 90 value 15.157820  
## final value 15.157820   
## converged  
## # weights: 109  
## initial value 161.030375   
## iter 10 value 26.472786  
## iter 20 value 17.923993  
## iter 30 value 15.978599  
## iter 40 value 15.743253  
## iter 50 value 15.700912  
## iter 60 value 15.682657  
## iter 70 value 15.681073  
## iter 80 value 15.678974  
## iter 90 value 15.678846  
## iter 100 value 15.678837  
## final value 15.678837   
## stopped after 100 iterations  
## # weights: 127  
## initial value 120.684386   
## iter 10 value 46.310197  
## iter 20 value 22.328961  
## iter 30 value 18.152441  
## iter 40 value 15.722835  
## iter 50 value 14.703842  
## iter 60 value 14.526704  
## iter 70 value 14.467947  
## iter 80 value 14.435122  
## iter 90 value 14.224025  
## iter 100 value 14.120152  
## final value 14.120152   
## stopped after 100 iterations  
## # weights: 145  
## initial value 127.600123   
## iter 10 value 23.809894  
## iter 20 value 16.880247  
## iter 30 value 15.288600  
## iter 40 value 14.704786  
## iter 50 value 14.245314  
## iter 60 value 14.105083  
## iter 70 value 14.026738  
## iter 80 value 14.009360  
## iter 90 value 13.995058  
## iter 100 value 13.990134  
## final value 13.990134   
## stopped after 100 iterations  
## # weights: 163  
## initial value 133.350557   
## iter 10 value 32.225239  
## iter 20 value 17.068656  
## iter 30 value 15.090942  
## iter 40 value 14.532219  
## iter 50 value 14.408087  
## iter 60 value 14.368250  
## iter 70 value 14.347580  
## iter 80 value 14.344513  
## iter 90 value 14.343201  
## iter 100 value 14.340910  
## final value 14.340910   
## stopped after 100 iterations  
## # weights: 181  
## initial value 117.926074   
## iter 10 value 19.360665  
## iter 20 value 15.553492  
## iter 30 value 14.824798  
## iter 40 value 14.221006  
## iter 50 value 14.103469  
## iter 60 value 14.041910  
## iter 70 value 14.009887  
## iter 80 value 14.006921  
## iter 90 value 14.005737  
## iter 100 value 14.005011  
## final value 14.005011   
## stopped after 100 iterations  
## # weights: 199  
## initial value 138.088232   
## iter 10 value 24.014120  
## iter 20 value 16.272385  
## iter 30 value 15.249589  
## iter 40 value 14.387406  
## iter 50 value 14.204228  
## iter 60 value 14.026298  
## iter 70 value 13.995361  
## iter 80 value 13.990101  
## iter 90 value 13.981592  
## iter 100 value 13.937282  
## final value 13.937282   
## stopped after 100 iterations  
## # weights: 217  
## initial value 127.875167   
## iter 10 value 23.890468  
## iter 20 value 16.742472  
## iter 30 value 15.353504  
## iter 40 value 14.695442  
## iter 50 value 14.491046  
## iter 60 value 14.346276  
## iter 70 value 14.120242  
## iter 80 value 13.907246  
## iter 90 value 13.878540  
## iter 100 value 13.874576  
## final value 13.874576   
## stopped after 100 iterations  
## # weights: 235  
## initial value 137.651513   
## iter 10 value 28.361236  
## iter 20 value 17.437226  
## iter 30 value 15.019794  
## iter 40 value 14.252425  
## iter 50 value 14.104401  
## iter 60 value 14.012866  
## iter 70 value 13.966410  
## iter 80 value 13.953110  
## iter 90 value 13.948167  
## iter 100 value 13.943643  
## final value 13.943643   
## stopped after 100 iterations  
## # weights: 253  
## initial value 118.502425   
## iter 10 value 24.432854  
## iter 20 value 15.808872  
## iter 30 value 14.660416  
## iter 40 value 14.319024  
## iter 50 value 14.114343  
## iter 60 value 14.005606  
## iter 70 value 13.937432  
## iter 80 value 13.891048  
## iter 90 value 13.879814  
## iter 100 value 13.874537  
## final value 13.874537   
## stopped after 100 iterations  
## # weights: 271  
## initial value 131.787077   
## iter 10 value 21.840196  
## iter 20 value 15.590973  
## iter 30 value 14.395339  
## iter 40 value 14.049876  
## iter 50 value 13.894230  
## iter 60 value 13.861488  
## iter 70 value 13.845346  
## iter 80 value 13.834006  
## iter 90 value 13.823363  
## iter 100 value 13.822314  
## final value 13.822314   
## stopped after 100 iterations  
## # weights: 289  
## initial value 158.916477   
## iter 10 value 25.623551  
## iter 20 value 16.436221  
## iter 30 value 15.013970  
## iter 40 value 14.320030  
## iter 50 value 14.055227  
## iter 60 value 13.960167  
## iter 70 value 13.932899  
## iter 80 value 13.890025  
## iter 90 value 13.868686  
## iter 100 value 13.858337  
## final value 13.858337   
## stopped after 100 iterations  
## # weights: 307  
## initial value 114.901481   
## iter 10 value 24.017215  
## iter 20 value 15.706999  
## iter 30 value 14.650280  
## iter 40 value 14.098893  
## iter 50 value 13.960396  
## iter 60 value 13.882228  
## iter 70 value 13.856806  
## iter 80 value 13.848222  
## iter 90 value 13.845033  
## iter 100 value 13.841463  
## final value 13.841463   
## stopped after 100 iterations  
## # weights: 325  
## initial value 148.264103   
## iter 10 value 27.869424  
## iter 20 value 17.038878  
## iter 30 value 15.251348  
## iter 40 value 14.448459  
## iter 50 value 14.081197  
## iter 60 value 13.933511  
## iter 70 value 13.864713  
## iter 80 value 13.832235  
## iter 90 value 13.773676  
## iter 100 value 13.759316  
## final value 13.759316   
## stopped after 100 iterations  
## # weights: 343  
## initial value 221.803322   
## iter 10 value 24.073808  
## iter 20 value 16.059345  
## iter 30 value 15.006983  
## iter 40 value 14.587671  
## iter 50 value 14.140199  
## iter 60 value 13.951837  
## iter 70 value 13.859986  
## iter 80 value 13.837632  
## iter 90 value 13.830172  
## iter 100 value 13.825791  
## final value 13.825791   
## stopped after 100 iterations  
## # weights: 361  
## initial value 116.933409   
## iter 10 value 21.872715  
## iter 20 value 15.396863  
## iter 30 value 14.559334  
## iter 40 value 14.191221  
## iter 50 value 14.049241  
## iter 60 value 13.971357  
## iter 70 value 13.932828  
## iter 80 value 13.918440  
## iter 90 value 13.908524  
## iter 100 value 13.904909  
## final value 13.904909   
## stopped after 100 iterations  
## # weights: 19  
## initial value 130.499333   
## iter 10 value 42.542191  
## iter 20 value 33.173200  
## iter 30 value 32.033063  
## iter 40 value 31.574214  
## iter 50 value 31.569694  
## final value 31.569669   
## converged  
## # weights: 37  
## initial value 119.860983   
## iter 10 value 49.676574  
## iter 20 value 28.487595  
## iter 30 value 27.397978  
## iter 40 value 27.277548  
## final value 27.277181   
## converged  
## # weights: 55  
## initial value 116.702324   
## iter 10 value 50.014457  
## iter 20 value 30.120990  
## iter 30 value 26.804774  
## iter 40 value 24.269078  
## iter 50 value 23.894483  
## iter 60 value 23.431768  
## iter 70 value 23.325554  
## iter 80 value 23.308094  
## iter 90 value 23.305473  
## final value 23.305383   
## converged  
## # weights: 73  
## initial value 116.217690   
## iter 10 value 35.305281  
## iter 20 value 27.544247  
## iter 30 value 25.097075  
## iter 40 value 24.089041  
## iter 50 value 23.552901  
## iter 60 value 23.104081  
## iter 70 value 23.083280  
## iter 80 value 23.076309  
## iter 90 value 23.068517  
## iter 100 value 23.068021  
## final value 23.068021   
## stopped after 100 iterations  
## # weights: 91  
## initial value 148.915868   
## iter 10 value 28.891918  
## iter 20 value 23.292356  
## iter 30 value 22.161355  
## iter 40 value 21.904841  
## iter 50 value 21.826103  
## iter 60 value 21.820335  
## iter 70 value 21.820043  
## iter 70 value 21.820043  
## iter 70 value 21.820043  
## final value 21.820043   
## converged  
## # weights: 109  
## initial value 136.869861   
## iter 10 value 31.512694  
## iter 20 value 23.230369  
## iter 30 value 22.173271  
## iter 40 value 22.031122  
## iter 50 value 22.000785  
## iter 60 value 21.968689  
## iter 70 value 21.946036  
## iter 80 value 21.939365  
## iter 90 value 21.934885  
## iter 100 value 21.934698  
## final value 21.934698   
## stopped after 100 iterations  
## # weights: 127  
## initial value 114.407053   
## iter 10 value 30.075553  
## iter 20 value 23.614783  
## iter 30 value 22.489217  
## iter 40 value 22.186172  
## iter 50 value 21.946750  
## iter 60 value 21.925376  
## iter 70 value 21.923440  
## iter 80 value 21.922547  
## iter 90 value 21.922508  
## final value 21.922502   
## converged  
## # weights: 145  
## initial value 133.350932   
## iter 10 value 53.198185  
## iter 20 value 26.253976  
## iter 30 value 22.758718  
## iter 40 value 21.925595  
## iter 50 value 21.543239  
## iter 60 value 21.281815  
## iter 70 value 21.209972  
## iter 80 value 21.199876  
## iter 90 value 21.194437  
## iter 100 value 21.193873  
## final value 21.193873   
## stopped after 100 iterations  
## # weights: 163  
## initial value 136.375324   
## iter 10 value 32.873650  
## iter 20 value 23.225062  
## iter 30 value 22.044429  
## iter 40 value 21.744761  
## iter 50 value 21.638494  
## iter 60 value 21.598479  
## iter 70 value 21.594120  
## iter 80 value 21.589414  
## iter 90 value 21.579575  
## iter 100 value 21.563260  
## final value 21.563260   
## stopped after 100 iterations  
## # weights: 181  
## initial value 118.385292   
## iter 10 value 27.277758  
## iter 20 value 22.943579  
## iter 30 value 22.161673  
## iter 40 value 21.798525  
## iter 50 value 21.632744  
## iter 60 value 21.578925  
## iter 70 value 21.460166  
## iter 80 value 21.246019  
## iter 90 value 21.192637  
## iter 100 value 21.171757  
## final value 21.171757   
## stopped after 100 iterations  
## # weights: 199  
## initial value 134.897475   
## iter 10 value 31.132444  
## iter 20 value 22.971794  
## iter 30 value 22.027377  
## iter 40 value 21.525657  
## iter 50 value 21.278529  
## iter 60 value 21.157555  
## iter 70 value 21.100094  
## iter 80 value 21.084241  
## iter 90 value 21.069931  
## iter 100 value 21.060600  
## final value 21.060600   
## stopped after 100 iterations  
## # weights: 217  
## initial value 121.892100   
## iter 10 value 29.878445  
## iter 20 value 23.313378  
## iter 30 value 21.686042  
## iter 40 value 21.211312  
## iter 50 value 21.133605  
## iter 60 value 21.066495  
## iter 70 value 21.046558  
## iter 80 value 21.040925  
## iter 90 value 21.040720  
## iter 100 value 21.040679  
## final value 21.040679   
## stopped after 100 iterations  
## # weights: 235  
## initial value 146.019749   
## iter 10 value 34.024104  
## iter 20 value 23.997453  
## iter 30 value 22.110855  
## iter 40 value 21.621082  
## iter 50 value 21.323535  
## iter 60 value 21.213786  
## iter 70 value 21.164397  
## iter 80 value 21.153904  
## iter 90 value 21.146903  
## iter 100 value 21.143836  
## final value 21.143836   
## stopped after 100 iterations  
## # weights: 253  
## initial value 149.170720   
## iter 10 value 29.262848  
## iter 20 value 22.756889  
## iter 30 value 21.624415  
## iter 40 value 21.270746  
## iter 50 value 21.159408  
## iter 60 value 21.115366  
## iter 70 value 21.091680  
## iter 80 value 21.087051  
## iter 90 value 21.085566  
## iter 100 value 21.085368  
## final value 21.085368   
## stopped after 100 iterations  
## # weights: 271  
## initial value 115.405089   
## iter 10 value 34.660398  
## iter 20 value 22.758990  
## iter 30 value 22.116933  
## iter 40 value 21.763028  
## iter 50 value 21.535322  
## iter 60 value 21.437501  
## iter 70 value 21.425304  
## iter 80 value 21.422099  
## iter 90 value 21.420864  
## iter 100 value 21.420571  
## final value 21.420571   
## stopped after 100 iterations  
## # weights: 289  
## initial value 166.245818   
## iter 10 value 27.859335  
## iter 20 value 22.089095  
## iter 30 value 21.410377  
## iter 40 value 21.174965  
## iter 50 value 21.093625  
## iter 60 value 21.070824  
## iter 70 value 21.063411  
## iter 80 value 21.062737  
## iter 90 value 21.062480  
## iter 100 value 21.062316  
## final value 21.062316   
## stopped after 100 iterations  
## # weights: 307  
## initial value 154.303749   
## iter 10 value 33.112672  
## iter 20 value 23.238912  
## iter 30 value 21.732022  
## iter 40 value 21.230873  
## iter 50 value 21.130157  
## iter 60 value 21.084686  
## iter 70 value 21.070528  
## iter 80 value 21.038603  
## iter 90 value 21.020662  
## iter 100 value 21.015686  
## final value 21.015686   
## stopped after 100 iterations  
## # weights: 325  
## initial value 136.009082   
## iter 10 value 35.029760  
## iter 20 value 23.679631  
## iter 30 value 22.183823  
## iter 40 value 21.735379  
## iter 50 value 21.475469  
## iter 60 value 21.205985  
## iter 70 value 21.165428  
## iter 80 value 21.136871  
## iter 90 value 21.124826  
## iter 100 value 21.118168  
## final value 21.118168   
## stopped after 100 iterations  
## # weights: 343  
## initial value 139.347669   
## iter 10 value 26.811595  
## iter 20 value 21.699223  
## iter 30 value 21.206093  
## iter 40 value 21.110116  
## iter 50 value 21.095056  
## iter 60 value 21.064510  
## iter 70 value 21.056466  
## iter 80 value 21.052612  
## iter 90 value 21.052173  
## iter 100 value 21.052066  
## final value 21.052066   
## stopped after 100 iterations  
## # weights: 361  
## initial value 208.363397   
## iter 10 value 37.583750  
## iter 20 value 24.728207  
## iter 30 value 22.461440  
## iter 40 value 21.543538  
## iter 50 value 21.239190  
## iter 60 value 21.136967  
## iter 70 value 21.091781  
## iter 80 value 21.062899  
## iter 90 value 21.055162  
## iter 100 value 21.052753  
## final value 21.052753   
## stopped after 100 iterations  
## # weights: 19  
## initial value 113.663230   
## iter 10 value 37.211049  
## iter 20 value 26.315279  
## iter 30 value 22.031019  
## iter 40 value 16.585636  
## iter 50 value 16.351727  
## iter 60 value 16.283808  
## iter 70 value 16.277290  
## iter 80 value 16.275725  
## iter 90 value 16.275344  
## iter 100 value 16.274154  
## final value 16.274154   
## stopped after 100 iterations  
## # weights: 37  
## initial value 117.704752   
## iter 10 value 28.969411  
## iter 20 value 17.720504  
## iter 30 value 15.543495  
## iter 40 value 13.866987  
## iter 50 value 13.792049  
## iter 60 value 13.791467  
## final value 13.791466   
## converged  
## # weights: 55  
## initial value 116.987345   
## iter 10 value 25.035694  
## iter 20 value 13.556791  
## iter 30 value 6.244425  
## iter 40 value 4.253304  
## iter 50 value 4.188377  
## iter 60 value 4.187917  
## final value 4.187887   
## converged  
## # weights: 73  
## initial value 125.994534   
## iter 10 value 22.806546  
## iter 20 value 14.006771  
## iter 30 value 9.858426  
## iter 40 value 7.042704  
## iter 50 value 4.042500  
## iter 60 value 3.688856  
## iter 70 value 3.676181  
## iter 80 value 3.673157  
## iter 90 value 3.671158  
## iter 100 value 3.653519  
## final value 3.653519   
## stopped after 100 iterations  
## # weights: 91  
## initial value 113.138968   
## iter 10 value 15.047104  
## iter 20 value 5.717192  
## iter 30 value 0.594029  
## iter 40 value 0.003094  
## final value 0.000083   
## converged  
## # weights: 109  
## initial value 124.576310   
## iter 10 value 28.752813  
## iter 20 value 1.423486  
## iter 30 value 0.074017  
## iter 40 value 0.001416  
## iter 50 value 0.000260  
## final value 0.000073   
## converged  
## # weights: 127  
## initial value 135.662305   
## iter 10 value 16.406388  
## iter 20 value 0.377167  
## iter 30 value 0.003840  
## iter 40 value 0.000244  
## iter 50 value 0.000196  
## final value 0.000072   
## converged  
## # weights: 145  
## initial value 124.731449   
## iter 10 value 13.345580  
## iter 20 value 0.770057  
## iter 30 value 0.006214  
## final value 0.000099   
## converged  
## # weights: 163  
## initial value 130.083000   
## iter 10 value 14.154488  
## iter 20 value 2.233110  
## iter 30 value 0.016544  
## iter 40 value 0.000391  
## final value 0.000057   
## converged  
## # weights: 181  
## initial value 110.697561   
## iter 10 value 11.997614  
## iter 20 value 2.176914  
## iter 30 value 0.289438  
## iter 40 value 0.032866  
## iter 50 value 0.003954  
## iter 60 value 0.001495  
## iter 70 value 0.000694  
## iter 80 value 0.000463  
## iter 90 value 0.000281  
## iter 100 value 0.000197  
## final value 0.000197   
## stopped after 100 iterations  
## # weights: 199  
## initial value 104.441519   
## iter 10 value 10.443886  
## iter 20 value 0.228942  
## iter 30 value 0.007792  
## iter 40 value 0.000834  
## final value 0.000078   
## converged  
## # weights: 217  
## initial value 150.348795   
## iter 10 value 14.068406  
## iter 20 value 1.857074  
## iter 30 value 0.057998  
## iter 40 value 0.002669  
## final value 0.000090   
## converged  
## # weights: 235  
## initial value 125.414235   
## iter 10 value 13.802822  
## iter 20 value 0.910142  
## iter 30 value 0.002734  
## iter 40 value 0.000278  
## final value 0.000078   
## converged  
## # weights: 253  
## initial value 114.065611   
## iter 10 value 12.777340  
## iter 20 value 0.583569  
## iter 30 value 0.007552  
## iter 40 value 0.000315  
## final value 0.000083   
## converged  
## # weights: 271  
## initial value 147.445237   
## iter 10 value 16.116872  
## iter 20 value 0.145730  
## iter 30 value 0.001414  
## iter 40 value 0.000169  
## final value 0.000089   
## converged  
## # weights: 289  
## initial value 132.201929   
## iter 10 value 14.339013  
## iter 20 value 1.055074  
## iter 30 value 0.009005  
## iter 40 value 0.001437  
## iter 50 value 0.000270  
## iter 60 value 0.000136  
## final value 0.000090   
## converged  
## # weights: 307  
## initial value 136.986974   
## iter 10 value 14.606929  
## iter 20 value 0.250977  
## iter 30 value 0.005374  
## iter 40 value 0.000136  
## iter 40 value 0.000094  
## iter 40 value 0.000094  
## final value 0.000094   
## converged  
## # weights: 325  
## initial value 139.185219   
## iter 10 value 12.820159  
## iter 20 value 1.023006  
## iter 30 value 0.011997  
## iter 40 value 0.000995  
## iter 50 value 0.000191  
## final value 0.000087   
## converged  
## # weights: 343  
## initial value 105.593328   
## iter 10 value 12.133499  
## iter 20 value 0.474355  
## iter 30 value 0.003066  
## iter 40 value 0.000282  
## iter 50 value 0.000154  
## final value 0.000064   
## converged  
## # weights: 361  
## initial value 105.157271   
## iter 10 value 15.444541  
## iter 20 value 0.921113  
## iter 30 value 0.018167  
## iter 40 value 0.000705  
## iter 50 value 0.000336  
## final value 0.000070   
## converged  
## # weights: 19  
## initial value 116.332530   
## iter 10 value 28.788632  
## iter 20 value 26.534250  
## iter 30 value 26.526235  
## iter 30 value 26.526235  
## iter 30 value 26.526235  
## final value 26.526235   
## converged  
## # weights: 37  
## initial value 113.176113   
## iter 10 value 29.980341  
## iter 20 value 21.573436  
## iter 30 value 18.016239  
## iter 40 value 17.754236  
## iter 50 value 17.483914  
## iter 60 value 17.392682  
## iter 70 value 17.392589  
## iter 70 value 17.392589  
## iter 70 value 17.392589  
## final value 17.392589   
## converged  
## # weights: 55  
## initial value 120.243301   
## iter 10 value 28.722044  
## iter 20 value 21.790555  
## iter 30 value 17.891199  
## iter 40 value 17.246177  
## iter 50 value 17.149477  
## iter 60 value 17.148328  
## iter 70 value 17.148322  
## final value 17.148321   
## converged  
## # weights: 73  
## initial value 122.400957   
## iter 10 value 22.645049  
## iter 20 value 17.200873  
## iter 30 value 16.009164  
## iter 40 value 15.252889  
## iter 50 value 15.064854  
## iter 60 value 15.056811  
## iter 70 value 15.053948  
## iter 80 value 15.053820  
## final value 15.053820   
## converged  
## # weights: 91  
## initial value 113.875553   
## iter 10 value 27.788347  
## iter 20 value 19.913968  
## iter 30 value 16.744128  
## iter 40 value 15.782572  
## iter 50 value 15.439917  
## iter 60 value 15.309784  
## iter 70 value 15.272055  
## iter 80 value 15.235659  
## iter 90 value 15.176498  
## iter 100 value 15.160532  
## final value 15.160532   
## stopped after 100 iterations  
## # weights: 109  
## initial value 142.518858   
## iter 10 value 18.974740  
## iter 20 value 14.678585  
## iter 30 value 14.255106  
## iter 40 value 14.218355  
## iter 50 value 14.097706  
## iter 60 value 14.047550  
## iter 70 value 14.047030  
## iter 80 value 14.046940  
## final value 14.046938   
## converged  
## # weights: 127  
## initial value 127.117503   
## iter 10 value 31.526643  
## iter 20 value 17.694851  
## iter 30 value 14.954059  
## iter 40 value 14.292392  
## iter 50 value 14.216605  
## iter 60 value 14.198336  
## iter 70 value 14.196977  
## iter 80 value 14.196824  
## iter 90 value 14.196766  
## final value 14.196766   
## converged  
## # weights: 145  
## initial value 171.936637   
## iter 10 value 21.052547  
## iter 20 value 15.286493  
## iter 30 value 14.075035  
## iter 40 value 13.747534  
## iter 50 value 13.583624  
## iter 60 value 13.567280  
## iter 70 value 13.563092  
## iter 80 value 13.561297  
## iter 90 value 13.559913  
## iter 100 value 13.551133  
## final value 13.551133   
## stopped after 100 iterations  
## # weights: 163  
## initial value 126.793303   
## iter 10 value 30.603542  
## iter 20 value 17.760273  
## iter 30 value 15.361854  
## iter 40 value 14.295881  
## iter 50 value 14.016010  
## iter 60 value 13.890789  
## iter 70 value 13.782004  
## iter 80 value 13.689183  
## iter 90 value 13.635105  
## iter 100 value 13.482692  
## final value 13.482692   
## stopped after 100 iterations  
## # weights: 181  
## initial value 124.210409   
## iter 10 value 27.169038  
## iter 20 value 17.871623  
## iter 30 value 15.325889  
## iter 40 value 14.468340  
## iter 50 value 14.284187  
## iter 60 value 14.055143  
## iter 70 value 13.977180  
## iter 80 value 13.961207  
## iter 90 value 13.957725  
## iter 100 value 13.954662  
## final value 13.954662   
## stopped after 100 iterations  
## # weights: 199  
## initial value 142.477206   
## iter 10 value 23.027158  
## iter 20 value 16.764143  
## iter 30 value 15.086034  
## iter 40 value 14.426336  
## iter 50 value 14.279368  
## iter 60 value 14.102065  
## iter 70 value 13.991683  
## iter 80 value 13.950581  
## iter 90 value 13.885990  
## iter 100 value 13.840133  
## final value 13.840133   
## stopped after 100 iterations  
## # weights: 217  
## initial value 121.663873   
## iter 10 value 20.441213  
## iter 20 value 14.653262  
## iter 30 value 13.959804  
## iter 40 value 13.822706  
## iter 50 value 13.795894  
## iter 60 value 13.783767  
## iter 70 value 13.761524  
## iter 80 value 13.687751  
## iter 90 value 13.674962  
## iter 100 value 13.498817  
## final value 13.498817   
## stopped after 100 iterations  
## # weights: 235  
## initial value 142.501820   
## iter 10 value 25.462977  
## iter 20 value 16.061459  
## iter 30 value 14.505326  
## iter 40 value 13.809517  
## iter 50 value 13.691742  
## iter 60 value 13.629299  
## iter 70 value 13.467706  
## iter 80 value 13.389524  
## iter 90 value 13.349904  
## iter 100 value 13.338015  
## final value 13.338015   
## stopped after 100 iterations  
## # weights: 253  
## initial value 106.637852   
## iter 10 value 20.374056  
## iter 20 value 14.815139  
## iter 30 value 13.847987  
## iter 40 value 13.547218  
## iter 50 value 13.428975  
## iter 60 value 13.363323  
## iter 70 value 13.350910  
## iter 80 value 13.345366  
## iter 90 value 13.338562  
## iter 100 value 13.336169  
## final value 13.336169   
## stopped after 100 iterations  
## # weights: 271  
## initial value 132.817468   
## iter 10 value 25.430326  
## iter 20 value 17.094207  
## iter 30 value 14.602741  
## iter 40 value 13.960817  
## iter 50 value 13.643146  
## iter 60 value 13.539914  
## iter 70 value 13.460367  
## iter 80 value 13.418714  
## iter 90 value 13.369783  
## iter 100 value 13.338000  
## final value 13.338000   
## stopped after 100 iterations  
## # weights: 289  
## initial value 136.573829   
## iter 10 value 25.722167  
## iter 20 value 16.022759  
## iter 30 value 14.785491  
## iter 40 value 14.339914  
## iter 50 value 13.969939  
## iter 60 value 13.729319  
## iter 70 value 13.613250  
## iter 80 value 13.538071  
## iter 90 value 13.458825  
## iter 100 value 13.442952  
## final value 13.442952   
## stopped after 100 iterations  
## # weights: 307  
## initial value 120.787923   
## iter 10 value 19.585561  
## iter 20 value 14.163269  
## iter 30 value 13.745215  
## iter 40 value 13.587150  
## iter 50 value 13.450406  
## iter 60 value 13.423951  
## iter 70 value 13.413151  
## iter 80 value 13.399804  
## iter 90 value 13.376313  
## iter 100 value 13.371348  
## final value 13.371348   
## stopped after 100 iterations  
## # weights: 325  
## initial value 185.452642   
## iter 10 value 28.540148  
## iter 20 value 16.983357  
## iter 30 value 14.881189  
## iter 40 value 14.031945  
## iter 50 value 13.693242  
## iter 60 value 13.571540  
## iter 70 value 13.462509  
## iter 80 value 13.434471  
## iter 90 value 13.402107  
## iter 100 value 13.395341  
## final value 13.395341   
## stopped after 100 iterations  
## # weights: 343  
## initial value 115.912052   
## iter 10 value 20.606068  
## iter 20 value 15.012202  
## iter 30 value 13.977202  
## iter 40 value 13.588006  
## iter 50 value 13.405356  
## iter 60 value 13.365554  
## iter 70 value 13.345520  
## iter 80 value 13.336048  
## iter 90 value 13.333979  
## iter 100 value 13.331765  
## final value 13.331765   
## stopped after 100 iterations  
## # weights: 361  
## initial value 132.140712   
## iter 10 value 24.998355  
## iter 20 value 15.846716  
## iter 30 value 14.008978  
## iter 40 value 13.510979  
## iter 50 value 13.398379  
## iter 60 value 13.367292  
## iter 70 value 13.359572  
## iter 80 value 13.353579  
## iter 90 value 13.350033  
## iter 100 value 13.345732  
## final value 13.345732   
## stopped after 100 iterations  
## # weights: 19  
## initial value 116.012008   
## iter 10 value 33.462834  
## iter 20 value 30.374344  
## iter 30 value 29.712846  
## final value 29.712834   
## converged  
## # weights: 37  
## initial value 125.154017   
## iter 10 value 38.917289  
## iter 20 value 27.569504  
## iter 30 value 23.803852  
## iter 40 value 23.214152  
## iter 50 value 23.185250  
## final value 23.185100   
## converged  
## # weights: 55  
## initial value 132.295089   
## iter 10 value 47.862524  
## iter 20 value 25.770651  
## iter 30 value 22.817092  
## iter 40 value 22.185850  
## iter 50 value 22.110369  
## iter 60 value 22.109662  
## final value 22.109644   
## converged  
## # weights: 73  
## initial value 129.407556   
## iter 10 value 26.630213  
## iter 20 value 22.176028  
## iter 30 value 21.427079  
## iter 40 value 21.398444  
## iter 50 value 21.395401  
## final value 21.395366   
## converged  
## # weights: 91  
## initial value 114.640564   
## iter 10 value 27.138527  
## iter 20 value 23.032076  
## iter 30 value 21.854436  
## iter 40 value 21.620909  
## iter 50 value 21.610887  
## iter 60 value 21.610674  
## iter 70 value 21.610666  
## final value 21.610665   
## converged  
## # weights: 109  
## initial value 110.393646   
## iter 10 value 34.226160  
## iter 20 value 22.433150  
## iter 30 value 21.465286  
## iter 40 value 21.307343  
## iter 50 value 21.264250  
## iter 60 value 21.204512  
## iter 70 value 21.166451  
## iter 80 value 21.120151  
## iter 90 value 20.994273  
## iter 100 value 20.981852  
## final value 20.981852   
## stopped after 100 iterations  
## # weights: 127  
## initial value 120.360871   
## iter 10 value 35.061386  
## iter 20 value 22.531115  
## iter 30 value 21.500137  
## iter 40 value 21.137621  
## iter 50 value 20.907884  
## iter 60 value 20.784161  
## iter 70 value 20.728009  
## iter 80 value 20.708244  
## iter 90 value 20.697307  
## iter 100 value 20.694192  
## final value 20.694192   
## stopped after 100 iterations  
## # weights: 145  
## initial value 152.515143   
## iter 10 value 32.002555  
## iter 20 value 21.999050  
## iter 30 value 21.084561  
## iter 40 value 20.820090  
## iter 50 value 20.704438  
## iter 60 value 20.677573  
## iter 70 value 20.676465  
## iter 80 value 20.675381  
## iter 90 value 20.666052  
## iter 100 value 20.661725  
## final value 20.661725   
## stopped after 100 iterations  
## # weights: 163  
## initial value 121.572876   
## iter 10 value 25.265361  
## iter 20 value 21.584190  
## iter 30 value 20.734662  
## iter 40 value 20.542082  
## iter 50 value 20.473962  
## iter 60 value 20.395319  
## iter 70 value 20.375092  
## iter 80 value 20.353190  
## iter 90 value 20.341610  
## iter 100 value 20.340937  
## final value 20.340937   
## stopped after 100 iterations  
## # weights: 181  
## initial value 146.184112   
## iter 10 value 23.735876  
## iter 20 value 21.334413  
## iter 30 value 20.874398  
## iter 40 value 20.756127  
## iter 50 value 20.698789  
## iter 60 value 20.664703  
## iter 70 value 20.635875  
## iter 80 value 20.558321  
## iter 90 value 20.435606  
## iter 100 value 20.398084  
## final value 20.398084   
## stopped after 100 iterations  
## # weights: 199  
## initial value 123.720921   
## iter 10 value 25.212282  
## iter 20 value 21.255568  
## iter 30 value 20.969441  
## iter 40 value 20.789055  
## iter 50 value 20.621996  
## iter 60 value 20.517062  
## iter 70 value 20.507918  
## iter 80 value 20.506130  
## iter 90 value 20.505655  
## iter 100 value 20.505479  
## final value 20.505479   
## stopped after 100 iterations  
## # weights: 217  
## initial value 123.009037   
## iter 10 value 25.928406  
## iter 20 value 21.482541  
## iter 30 value 21.080540  
## iter 40 value 20.831572  
## iter 50 value 20.719035  
## iter 60 value 20.615910  
## iter 70 value 20.589133  
## iter 80 value 20.416513  
## iter 90 value 20.385217  
## iter 100 value 20.350211  
## final value 20.350211   
## stopped after 100 iterations  
## # weights: 235  
## initial value 97.299270   
## iter 10 value 25.272822  
## iter 20 value 21.406095  
## iter 30 value 20.569186  
## iter 40 value 20.384348  
## iter 50 value 20.344076  
## iter 60 value 20.316404  
## iter 70 value 20.308032  
## iter 80 value 20.306247  
## iter 90 value 20.306000  
## final value 20.305991   
## converged  
## # weights: 253  
## initial value 101.617786   
## iter 10 value 25.409083  
## iter 20 value 21.365594  
## iter 30 value 20.682871  
## iter 40 value 20.406320  
## iter 50 value 20.351831  
## iter 60 value 20.342763  
## iter 70 value 20.337760  
## iter 80 value 20.334850  
## iter 90 value 20.333954  
## iter 100 value 20.333746  
## final value 20.333746   
## stopped after 100 iterations  
## # weights: 271  
## initial value 230.737434   
## iter 10 value 28.253434  
## iter 20 value 21.845382  
## iter 30 value 20.950909  
## iter 40 value 20.657074  
## iter 50 value 20.554425  
## iter 60 value 20.531913  
## iter 70 value 20.524139  
## iter 80 value 20.512218  
## iter 90 value 20.505586  
## iter 100 value 20.503462  
## final value 20.503462   
## stopped after 100 iterations  
## # weights: 289  
## initial value 146.400112   
## iter 10 value 35.264466  
## iter 20 value 22.474562  
## iter 30 value 21.113570  
## iter 40 value 20.711442  
## iter 50 value 20.586025  
## iter 60 value 20.497682  
## iter 70 value 20.484124  
## iter 80 value 20.477744  
## iter 90 value 20.474637  
## iter 100 value 20.473803  
## final value 20.473803   
## stopped after 100 iterations  
## # weights: 307  
## initial value 113.823135   
## iter 10 value 25.503349  
## iter 20 value 21.484103  
## iter 30 value 21.005238  
## iter 40 value 20.640665  
## iter 50 value 20.509858  
## iter 60 value 20.437525  
## iter 70 value 20.430487  
## iter 80 value 20.421757  
## iter 90 value 20.418426  
## iter 100 value 20.415853  
## final value 20.415853   
## stopped after 100 iterations  
## # weights: 325  
## initial value 105.771636   
## iter 10 value 34.396553  
## iter 20 value 22.591273  
## iter 30 value 20.928339  
## iter 40 value 20.751473  
## iter 50 value 20.555043  
## iter 60 value 20.471796  
## iter 70 value 20.422279  
## iter 80 value 20.416766  
## iter 90 value 20.413583  
## iter 100 value 20.411009  
## final value 20.411009   
## stopped after 100 iterations  
## # weights: 343  
## initial value 141.455194   
## iter 10 value 27.036617  
## iter 20 value 21.577591  
## iter 30 value 20.899087  
## iter 40 value 20.527709  
## iter 50 value 20.371873  
## iter 60 value 20.317589  
## iter 70 value 20.297266  
## iter 80 value 20.293464  
## iter 90 value 20.290505  
## iter 100 value 20.289735  
## final value 20.289735   
## stopped after 100 iterations  
## # weights: 361  
## initial value 144.817636   
## iter 10 value 25.265345  
## iter 20 value 21.370970  
## iter 30 value 20.586219  
## iter 40 value 20.314849  
## iter 50 value 20.268045  
## iter 60 value 20.258092  
## iter 70 value 20.252836  
## iter 80 value 20.246937  
## iter 90 value 20.246326  
## iter 100 value 20.246191  
## final value 20.246191   
## stopped after 100 iterations  
## # weights: 37  
## initial value 131.246102   
## iter 10 value 43.381262  
## iter 20 value 28.019882  
## iter 30 value 25.325432  
## iter 40 value 24.913606  
## iter 50 value 24.895074  
## final value 24.895071   
## converged

modeloPM

## Neural Network   
##   
## 185 samples  
## 16 predictor  
## 2 classes: 'Perdido', 'Ganado'   
##   
## Pre-processing: centered (16), scaled (16)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 166, 165, 167, 167, 167, 166, ...   
## Resampling results across tuning parameters:  
##   
## size decay Accuracy Kappa   
## 1 0.00 0.8864912 0.7730681  
## 1 0.05 0.9189766 0.8378912  
## 1 0.10 0.9026023 0.8050551  
## 2 0.00 0.8920468 0.7839440  
## 2 0.05 0.9192690 0.8383884  
## 2 0.10 0.9300877 0.8602320  
## 3 0.00 0.8984503 0.7968987  
## 3 0.05 0.9031579 0.8061662  
## 3 0.10 0.9139766 0.8278912  
## 4 0.00 0.8812573 0.7619798  
## 4 0.05 0.9139766 0.8278912  
## 4 0.10 0.9195322 0.8390023  
## 5 0.00 0.8490351 0.6981200  
## 5 0.05 0.8973099 0.7945578  
## 5 0.10 0.9031579 0.8061662  
## 6 0.00 0.9026023 0.8052832  
## 6 0.05 0.9084211 0.8167801  
## 6 0.10 0.8976023 0.7950551  
## 7 0.00 0.8765205 0.7529527  
## 7 0.05 0.9031579 0.8061662  
## 7 0.10 0.9195322 0.8390023  
## 8 0.00 0.8745614 0.7487591  
## 8 0.05 0.9084211 0.8167801  
## 8 0.10 0.9195322 0.8390023  
## 9 0.00 0.8973392 0.7946764  
## 9 0.05 0.9084211 0.8167801  
## 9 0.10 0.9195322 0.8390023  
## 10 0.00 0.8820760 0.7638260  
## 10 0.05 0.9031579 0.8061662  
## 10 0.10 0.9139766 0.8278912  
## 11 0.00 0.8768129 0.7542493  
## 11 0.05 0.9084211 0.8167801  
## 11 0.10 0.9195322 0.8390023  
## 12 0.00 0.8595906 0.7187690  
## 12 0.05 0.8973099 0.7945578  
## 12 0.10 0.9195322 0.8390023  
## 13 0.00 0.8698246 0.7393679  
## 13 0.05 0.9250877 0.8501134  
## 13 0.10 0.9139766 0.8278912  
## 14 0.00 0.8817836 0.7635614  
## 14 0.05 0.9195322 0.8390023  
## 14 0.10 0.9139766 0.8278912  
## 15 0.00 0.8703801 0.7406106  
## 15 0.05 0.9028655 0.8056690  
## 15 0.10 0.9139766 0.8278912  
## 16 0.00 0.8973392 0.7946764  
## 16 0.05 0.9084211 0.8167801  
## 16 0.10 0.9195322 0.8390023  
## 17 0.00 0.8926316 0.7854017  
## 17 0.05 0.9028655 0.8056690  
## 17 0.10 0.9195322 0.8390023  
## 18 0.00 0.8859357 0.7717217  
## 18 0.05 0.9139766 0.8278912  
## 18 0.10 0.9195322 0.8390023  
## 19 0.00 0.8867836 0.7733288  
## 19 0.05 0.8976023 0.7952903  
## 19 0.10 0.9139766 0.8278912  
## 20 0.00 0.8926023 0.7849391  
## 20 0.05 0.9084211 0.8167801  
## 20 0.10 0.9139766 0.8278912  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were size = 2 and decay = 0.1.

modeloPM$finalModel

## a 16-2-1 network with 37 weights  
## inputs: `\`Sets jugados\`` BP G `\`Saque-Tot\`` `\`Saque-Pts\`` `\`Saque-Err\`` `\`Recep-Tot\`` `\`Recep-Err\`` `\`Recep-Neg\`` `\`Recep-Exc\`` `\`Ataque-Tot\`` `\`Ataque-Err\`` `\`Ataque-Blo\`` `\`Ataque-Exc\`` `\`Bloqueo-Red\`` `\`Bloqueo-Pts\``   
## output(s): .outcome   
## options were - entropy fitting decay=0.1

summary(modeloPM)

## a 16-2-1 network with 37 weights  
## options were - entropy fitting decay=0.1  
## b->h1 i1->h1 i2->h1 i3->h1 i4->h1 i5->h1 i6->h1 i7->h1 i8->h1 i9->h1   
## 0.36 0.34 1.98 0.56 1.05 0.03 0.71 -3.05 -0.54 -1.55   
## i10->h1 i11->h1 i12->h1 i13->h1 i14->h1 i15->h1 i16->h1   
## 0.26 -0.13 -0.75 -1.40 1.87 -0.01 -0.21   
## b->h2 i1->h2 i2->h2 i3->h2 i4->h2 i5->h2 i6->h2 i7->h2 i8->h2 i9->h2   
## 0.41 0.34 -1.47 -0.39 -1.21 0.22 0.84 2.74 0.19 -0.93   
## i10->h2 i11->h2 i12->h2 i13->h2 i14->h2 i15->h2 i16->h2   
## 0.62 -0.72 0.59 0.60 -1.43 -0.15 0.13   
## b->o h1->o h2->o   
## -0.59 5.59 -5.26

# modeloPM$results

preditestPM= predict(modeloPM,dattest[,-18])  
confutestPM=table(RealPM\_test=dattest[,18]$`Ganado/Perdido`,  
 PredPM\_test=preditestPM)  
confutestPM

## PredPM\_test  
## RealPM\_test Perdido Ganado  
## Perdido 38 3  
## Ganado 5 33

AciertoPM=round(100\*mean(dattest$`Ganado/Perdido`==preditestPM),2)  
SensEspecPM=round(100\*diag(prop.table(confutestPM,1)),2)  
c(AciertoPM, SensEspecPM)

## Perdido Ganado   
## 89.87 92.68 86.84

probabiPM= predict(modeloPM,newdata = dat[inditest,2:17] ,   
 type="prob")[,1] #Prob. ganar  
prediobjPM=prediction(probabiPM,dat[inditest,18])  
plot(performance(prediobjPM, "tpr","fpr"),  
 main="COR TEST. PM, Desplazamientos",  
 xlab="Tasa de falsos positivos",   
 ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucPM= as.numeric(performance(prediobjPM,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucPM,3)))
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Resul=rbind(Resul,c(AciertoPM,aucPM,SensEspecPM))  
rownames(Resul)=c("Gauss","Kernel(Poisson)","LDA","R.Logistica","Perceptron Multicapas")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.10590501 85.37 84.21  
## Kernel(Poisson) 81.01 0.08857510 78.05 84.21  
## LDA 88.61 0.05455712 87.80 89.47  
## R.Logistica 87.34 0.94030809 90.24 84.21  
## Perceptron Multicapas 89.87 0.94159178 92.68 86.84

### Vectores soporte

Vamos a ver si la muestra está balanceada

table(datent$`Ganado/Perdido`) # datos no balanceados

##   
## Perdido Ganado   
## 92 93

Vamos a hacerlo con la librería caret.

#Definir opciones para train  
ctrl <- trainControl(method="cv",classProbs=TRUE,  
 summaryFunction = twoClassSummary)  
  
modeloSVM <- train(`Ganado/Perdido` ~ ., data = datent[,2:18],   
 method = "svmRadial",   
 trControl = ctrl,   
 preProcess = "range",   
 rangeBounds =c(0,1),  
 tuneGrid = expand.grid(C=c(0.1,1,5,10,50),  
 sigma=c(0.025,0.035,0.5)) )

## Warning in train.default(x, y, weights = w, ...): The metric "Accuracy" was not  
## in the result set. ROC will be used instead.

modeloSVM

## Support Vector Machines with Radial Basis Function Kernel   
##   
## 185 samples  
## 16 predictor  
## 2 classes: 'Perdido', 'Ganado'   
##   
## Pre-processing: re-scaling to [0, 1] (16)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 166, 167, 166, 167, 166, 166, ...   
## Resampling results across tuning parameters:  
##   
## C sigma ROC Sens Spec   
## 0.1 0.025 0.9603704 0.8788889 0.9133333  
## 0.1 0.035 0.9616049 0.8566667 0.9144444  
## 0.1 0.500 0.9291358 0.4777778 0.7444444  
## 1.0 0.025 0.9703704 0.8788889 0.9133333  
## 1.0 0.035 0.9656790 0.8788889 0.9033333  
## 1.0 0.500 0.9175309 0.8688889 0.8611111  
## 5.0 0.025 0.9681481 0.8900000 0.9022222  
## 5.0 0.035 0.9625926 0.8688889 0.8822222  
## 5.0 0.500 0.9183951 0.8677778 0.8288889  
## 10.0 0.025 0.9639506 0.9111111 0.8933333  
## 10.0 0.035 0.9582716 0.8800000 0.8933333  
## 10.0 0.500 0.9183951 0.8677778 0.8400000  
## 50.0 0.025 0.9403704 0.8788889 0.8822222  
## 50.0 0.035 0.9379012 0.8788889 0.8611111  
## 50.0 0.500 0.9183951 0.8677778 0.8400000  
##   
## ROC was used to select the optimal model using the largest value.  
## The final values used for the model were sigma = 0.025 and C = 1.

predictestSVM<- predict(modeloSVM,dattest[,2:17])  
confutestSVM<-table(Real=dattest$`Ganado/Perdido`,  
 Pred=predictestSVM)  
confutestSVM

## Pred  
## Real Perdido Ganado  
## Perdido 38 3  
## Ganado 7 31

AciertoSVM=round(100\*mean(dattest$`Ganado/Perdido`==predictestSVM),2)  
SensEspecSVM=round(100\*diag(prop.table(confutestSVM,1)),2)  
c(AciertoSVM, SensEspecSVM)

## Perdido Ganado   
## 87.34 92.68 81.58

probabiSVM= predict(modeloSVM,newdata = dat[inditest,2:17] ,   
 type="prob")[,1] #Prob. ganar  
prediobjSVM=prediction(probabiSVM,dat[inditest,18])  
plot(performance(prediobjSVM, "tpr","fpr"),  
 main="COR TEST. SVM",  
 xlab="Tasa de falsos positivos",   
 ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucSVM= as.numeric(performance(prediobjSVM,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucSVM,3)))
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Resul=rbind(Resul,c(AciertoSVM,aucSVM,SensEspecSVM))  
rownames(Resul)=c("Gauss","Kernel(Poisson)","LDA","R.Logistica","Perceptron Multicapas", "Vectores soporte")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.10590501 85.37 84.21  
## Kernel(Poisson) 81.01 0.08857510 78.05 84.21  
## LDA 88.61 0.05455712 87.80 89.47  
## R.Logistica 87.34 0.94030809 90.24 84.21  
## Perceptron Multicapas 89.87 0.94159178 92.68 86.84  
## Vectores soporte 87.34 0.95571245 92.68 81.58

Vamos a utilizar la técnica UPSAMPLE: se muestrea con reemplazamiento en la clase minoritaria para igualar el número de casos de la clase mayoritaria. Comparamos los dos modelos puesto que las muestras no son balanceadas por un registro.

upSampled\_train = upSample(datent[, 2:17],   
 datent$`Ganado/Perdido`)  
dim(upSampled\_train)

## [1] 186 17

table(upSampled\_train$Class)

##   
## Perdido Ganado   
## 93 93

names(upSampled\_train)[17]= "Ganado/Perdido"

ctrl5 = trainControl(method = "cv",  
 number=5,  
 classProbs = TRUE,  
 summaryFunction = twoClassSummary)  
  
SVMUp=train(`Ganado/Perdido` ~ .,   
 data = upSampled\_train,  
 method = "svmRadial",   
 preProcess = "range",   
 rangeBounds =c(0,1),  
 tuneLength=10,  
 trControl = ctrl5,  
 tuneGrid = expand.grid(C=c(0.1,1,5,10,50),  
 sigma=c(0.025,0.035,0.05)),  
 metric="Sens")  
SVMUp

## Support Vector Machines with Radial Basis Function Kernel   
##   
## 186 samples  
## 16 predictor  
## 2 classes: 'Perdido', 'Ganado'   
##   
## Pre-processing: re-scaling to [0, 1] (16)   
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 150, 149, 148, 148, 149   
## Resampling results across tuning parameters:  
##   
## C sigma ROC Sens Spec   
## 0.1 0.025 0.9617250 0.8286550 0.9573099  
## 0.1 0.035 0.9646182 0.8286550 0.9350877  
## 0.1 0.050 0.9651106 0.8602339 0.8602339  
## 1.0 0.025 0.9724685 0.8497076 0.9140351  
## 1.0 0.035 0.9690828 0.8602339 0.8923977  
## 1.0 0.050 0.9666803 0.8824561 0.8818713  
## 5.0 0.025 0.9695103 0.8707602 0.8923977  
## 5.0 0.035 0.9649208 0.8602339 0.8923977  
## 5.0 0.050 0.9520109 0.8397661 0.8923977  
## 10.0 0.025 0.9660289 0.8923977 0.9140351  
## 10.0 0.035 0.9552204 0.8491228 0.9140351  
## 10.0 0.050 0.9401611 0.8187135 0.8923977  
## 50.0 0.025 0.9450669 0.8508772 0.8929825  
## 50.0 0.035 0.9411870 0.8403509 0.8719298  
## 50.0 0.050 0.9335146 0.8298246 0.9035088  
##   
## Sens was used to select the optimal model using the largest value.  
## The final values used for the model were sigma = 0.025 and C = 10.

Evaluamos el modelo

predictestUp = predict(SVMUp, dattest[,2:17])  
  
confutestSVM\_up<-table(Real=dattest$`Ganado/Perdido`,  
 Pred=predictestUp)  
confutestSVM\_up

## Pred  
## Real Perdido Ganado  
## Perdido 39 2  
## Ganado 4 34

AciertoSVM\_up=round(100\*mean(dattest$`Ganado/Perdido`==predictestUp),2)  
SensEspecSVM\_up=round(100\*diag(prop.table(confutestSVM\_up,1)),2)  
c(AciertoSVM\_up, SensEspecSVM\_up)

## Perdido Ganado   
## 92.41 95.12 89.47

probabiSVM\_up= predict(SVMUp,newdata = dat[inditest,2:17] ,   
 type="prob")[,1] #Prob. ganar  
prediobjSVM\_up = prediction(probabiSVM\_up,dat[inditest,18])  
plot(performance(prediobjSVM\_up, "tpr","fpr"),  
 main="COR TEST. SVM UPSAMPLING",  
 xlab="Tasa de falsos positivos",   
 ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucSVM\_up = as.numeric(performance(prediobjSVM\_up,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucSVM\_up,3)))
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Resul=rbind(Resul,c(AciertoSVM\_up,aucSVM\_up,SensEspecSVM\_up))  
rownames(Resul)=c("Gauss","Kernel(Poisson)","LDA","R.Logistica","Perceptron Multicapas", "Vectores soporte","Vectores soporte con Upsampling")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.10590501 85.37 84.21  
## Kernel(Poisson) 81.01 0.08857510 78.05 84.21  
## LDA 88.61 0.05455712 87.80 89.47  
## R.Logistica 87.34 0.94030809 90.24 84.21  
## Perceptron Multicapas 89.87 0.94159178 92.68 86.84  
## Vectores soporte 87.34 0.95571245 92.68 81.58  
## Vectores soporte con Upsampling 92.41 0.95250321 95.12 89.47

### Árbol de clasificación

library(rpart)   
library(graphics)  
modeloAB <- rpart(`Ganado/Perdido` ~ .,   
 data=datent[,2:18],method="class")  
modeloAB

## n= 185   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 185 92 Ganado (0.49729730 0.50270270)   
## 2) BP< 22.5 70 6 Perdido (0.91428571 0.08571429) \*  
## 3) BP>=22.5 115 28 Ganado (0.24347826 0.75652174)   
## 6) Recep-Tot>=80.5 51 25 Perdido (0.50980392 0.49019608)   
## 12) Ataque-Exc< 58.5 22 4 Perdido (0.81818182 0.18181818) \*  
## 13) Ataque-Exc>=58.5 29 8 Ganado (0.27586207 0.72413793) \*  
## 7) Recep-Tot< 80.5 64 2 Ganado (0.03125000 0.96875000) \*

# summary(modeloAB)  
modeloAB$parms #probabilidades a priori, costes

## $prior  
## 1 2   
## 0.4972973 0.5027027   
##   
## $loss  
## [,1] [,2]  
## [1,] 0 1  
## [2,] 1 0  
##   
## $split  
## [1] 1

modeloAB$variable.importance

## BP Saque-Tot Ataque-Exc G Saque-Pts Recep-Tot   
## 39.160651 33.574644 24.701109 19.053283 16.783136 13.000021   
## Ataque-Tot Bloqueo-Pts Sets jugados Recep-Exc   
## 12.266372 11.517317 10.339075 7.392169

plot(modeloAB,main="Arbol de clasificacion",compress=TRUE)  
text(modeloAB,col="blue")
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plotcp(modeloAB) # tamaños
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plotcp(modeloAB,upper = c("splits"),lty = 10,col=3) # numero de divisiones
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printcp(modeloAB)

##   
## Classification tree:  
## rpart(formula = `Ganado/Perdido` ~ ., data = datent[, 2:18],   
## method = "class")  
##   
## Variables actually used in tree construction:  
## [1] Ataque-Exc BP Recep-Tot   
##   
## Root node error: 92/185 = 0.4973  
##   
## n= 185   
##   
## CP nsplit rel error xerror xstd  
## 1 0.630435 0 1.00000 1.22826 0.072083  
## 2 0.076087 1 0.36957 0.43478 0.060861  
## 3 0.010000 3 0.21739 0.36957 0.057260

predictestAB <- predict(modeloAB,type="class", dattest[,2:17])  
confutestAB<-table(dattest$`Ganado/Perdido`,predictestAB,deparse.level = 2)  
confutestAB

## predictestAB  
## dattest$`Ganado/Perdido` Perdido Ganado  
## Perdido 34 7  
## Ganado 5 33

AciertoAB=round(100\*mean(dattest$`Ganado/Perdido`==predictestAB),2)  
SensEspecAB=round(100\*diag(prop.table(confutestAB,1)),2)  
c(AciertoAB, SensEspecAB)

## Perdido Ganado   
## 84.81 82.93 86.84

probabiAB= predict(modeloAB,newdata = dat[inditest,2:17] ,   
 type="prob")[,1]   
prediobjAB = prediction(probabiAB,dat[inditest,18])  
plot(performance(prediobjAB, "tpr","fpr"),  
 main="COR TEST. SVM UPSAMPLING",  
 xlab="Tasa de falsos positivos",   
 ylab="Tasa de verdaderos positivos")  
abline(a=0,b=1,col="blue",lty=2)  
aucAB = as.numeric(performance(prediobjAB,"auc")@y.values)  
legend("bottomright",legend=paste("AUC=",round(aucAB,3)))
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# Conclusiones

Resul=rbind(Resul,c(AciertoAB,aucAB,SensEspecAB))  
rownames(Resul)=c("Gauss","Kernel(Poisson)","LDA","R.Logistica","Perceptron Multicapas", "Vectores soporte","Vectores soporte con Upsampling", "Arbol de clasificacion")  
Resul

## Acierto AUC 0 1  
## Gauss 84.81 0.10590501 85.37 84.21  
## Kernel(Poisson) 81.01 0.08857510 78.05 84.21  
## LDA 88.61 0.05455712 87.80 89.47  
## R.Logistica 87.34 0.94030809 90.24 84.21  
## Perceptron Multicapas 89.87 0.94159178 92.68 86.84  
## Vectores soporte 87.34 0.95571245 92.68 81.58  
## Vectores soporte con Upsampling 92.41 0.95250321 95.12 89.47  
## Arbol de clasificacion 84.81 0.89955071 82.93 86.84

library(pROC)

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

ROCtestNB1 = roc(dattest$`Ganado/Perdido`, probabi1)

## Setting levels: control = Perdido, case = Ganado

## Setting direction: controls > cases

ROCtestNB2 = roc(dattest$`Ganado/Perdido`, probabi2)

## Setting levels: control = Perdido, case = Ganado  
## Setting direction: controls > cases

ROCtestLDA = roc(dattest$`Ganado/Perdido`, probabiLDA)

## Setting levels: control = Perdido, case = Ganado  
## Setting direction: controls > cases

ROCtestPM = roc(dattest$`Ganado/Perdido`, probabiPM)

## Setting levels: control = Perdido, case = Ganado  
## Setting direction: controls > cases

ROCtestSVM = roc(dattest$`Ganado/Perdido`, probabiSVM)

## Setting levels: control = Perdido, case = Ganado  
## Setting direction: controls > cases

ROCtestUp = roc(dattest$`Ganado/Perdido`, probabiSVM\_up)

## Setting levels: control = Perdido, case = Ganado  
## Setting direction: controls > cases

ROCtestAB = roc(dattest$`Ganado/Perdido`, probabiAB)

## Setting levels: control = Perdido, case = Ganado  
## Setting direction: controls > cases

plot(ROCtestNB1,col=1,lwd=2,main="ROC modelos")  
lines(ROCtestNB2,col=2,lwd=2)  
lines(ROCtestLDA,col=3,lwd=2)  
lines(ROCtestPM,col=4,lwd=2)  
lines(ROCtestSVM,col=5,lwd=2)  
lines(ROCtestUp,col=6,lwd=2)  
lines(ROCtestAB,col=7,lwd=2)  
legend(x = "bottomright", legend = c("N.Bayes 1", "N.Bayes 2", "A. Discrim. Lineal", "Perceptron multicapas", "Vectores soporte", "V.sop upsampling", "Arbol clasific."), fill = 1:7, cex=0.7)

![](data:image/png;base64,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)

# OBSERVACIONES

Variables que son combinacion de otras:

* Tot = Saque\_Pts + Ataque-Exc + Bloqueo-Pts

partidos2021["Tot"] -partidos2021["Saque-Pts"] - partidos2021["Bloqueo-Pts"] -partidos2021["Ataque-Exc"]

## Tot  
## 1 0  
## 2 0  
## 3 0  
## 4 0  
## 5 0  
## 6 0  
## 7 0  
## 8 0  
## 9 0  
## 10 0  
## 11 0  
## 12 0  
## 13 0  
## 14 0  
## 15 0  
## 16 0  
## 17 0  
## 18 0  
## 19 0  
## 20 0  
## 21 0  
## 22 0  
## 23 0  
## 24 0  
## 25 0  
## 26 0  
## 27 0  
## 28 0  
## 29 0  
## 30 0  
## 31 0  
## 32 0  
## 33 0  
## 34 0  
## 35 0  
## 36 0  
## 37 0  
## 38 0  
## 39 0  
## 40 0  
## 41 0  
## 42 0  
## 43 0  
## 44 0  
## 45 0  
## 46 0  
## 47 0  
## 48 0  
## 49 0  
## 50 0  
## 51 0  
## 52 0  
## 53 0  
## 54 0  
## 55 0  
## 56 0  
## 57 0  
## 58 0  
## 59 0  
## 60 0  
## 61 0  
## 62 0  
## 63 0  
## 64 0  
## 65 0  
## 66 0  
## 67 0  
## 68 0  
## 69 0  
## 70 0  
## 71 0  
## 72 0  
## 73 0  
## 74 0  
## 75 0  
## 76 0  
## 77 0  
## 78 0  
## 79 0  
## 80 0  
## 81 0  
## 82 0  
## 83 0  
## 84 0  
## 85 0  
## 86 0  
## 87 0  
## 88 0  
## 89 0  
## 90 0  
## 91 0  
## 92 0  
## 93 0  
## 94 0  
## 95 0  
## 96 0  
## 97 0  
## 98 0  
## 99 0  
## 100 0  
## 101 0  
## 102 0  
## 103 0  
## 104 0  
## 105 0  
## 106 0  
## 107 0  
## 108 0  
## 109 0  
## 110 0  
## 111 0  
## 112 0  
## 113 0  
## 114 0  
## 115 0  
## 116 0  
## 117 0  
## 118 0  
## 119 0  
## 120 0  
## 121 0  
## 122 0  
## 123 0  
## 124 0  
## 125 0  
## 126 0  
## 127 0  
## 128 0  
## 129 0  
## 130 0  
## 131 0  
## 132 0  
## 133 0  
## 134 0  
## 135 0  
## 136 0  
## 137 0  
## 138 0  
## 139 0  
## 140 0  
## 141 0  
## 142 0  
## 143 0  
## 144 0  
## 145 0  
## 146 0  
## 147 0  
## 148 0  
## 149 0  
## 150 0  
## 151 0  
## 152 0  
## 153 0  
## 154 0  
## 155 0  
## 156 0  
## 157 0  
## 158 0  
## 159 0  
## 160 0  
## 161 0  
## 162 0  
## 163 0  
## 164 0  
## 165 0  
## 166 0  
## 167 0  
## 168 0  
## 169 0  
## 170 0  
## 171 0  
## 172 0  
## 173 0  
## 174 0  
## 175 0  
## 176 0  
## 177 0  
## 178 0  
## 179 0  
## 180 0  
## 181 0  
## 182 0  
## 183 0  
## 184 0  
## 185 0  
## 186 0  
## 187 0  
## 188 0  
## 189 0  
## 190 0  
## 191 0  
## 192 0  
## 193 0  
## 194 0  
## 195 0  
## 196 0  
## 197 0  
## 198 0  
## 199 0  
## 200 0  
## 201 0  
## 202 0  
## 203 0  
## 204 0  
## 205 0  
## 206 0  
## 207 0  
## 208 0  
## 209 0  
## 210 0  
## 211 0  
## 212 0  
## 213 0  
## 214 0  
## 215 0  
## 216 0  
## 217 0  
## 218 0  
## 219 0  
## 220 0  
## 221 0  
## 222 0  
## 223 0  
## 224 0  
## 225 0  
## 226 0  
## 227 0  
## 228 0  
## 229 0  
## 230 0  
## 231 0  
## 232 0  
## 233 0  
## 234 0  
## 235 0  
## 236 0  
## 237 0  
## 238 0  
## 239 0  
## 240 0  
## 241 0  
## 242 0  
## 243 0  
## 244 0  
## 245 0  
## 246 0  
## 247 0  
## 248 0  
## 249 0  
## 250 0  
## 251 0  
## 252 0  
## 253 0  
## 254 0  
## 255 0  
## 256 0  
## 257 0  
## 258 0  
## 259 0  
## 260 0  
## 261 0  
## 262 0  
## 263 0  
## 264 0

* G-P = Tot - (Saque-Err + Ataque-Err + Ataque-Blo + Recep-Err)

partidos2021["G-P"] -(partidos2021["Tot"] -partidos2021["Saque-Err"] - partidos2021["Ataque-Err"] -partidos2021["Ataque-Blo"] - partidos2021["Recep-Err"])

## G-P  
## 1 0  
## 2 0  
## 3 0  
## 4 0  
## 5 0  
## 6 0  
## 7 0  
## 8 0  
## 9 0  
## 10 0  
## 11 0  
## 12 0  
## 13 0  
## 14 0  
## 15 0  
## 16 0  
## 17 0  
## 18 0  
## 19 0  
## 20 0  
## 21 0  
## 22 0  
## 23 0  
## 24 0  
## 25 0  
## 26 0  
## 27 0  
## 28 0  
## 29 0  
## 30 0  
## 31 0  
## 32 0  
## 33 0  
## 34 0  
## 35 0  
## 36 0  
## 37 0  
## 38 0  
## 39 0  
## 40 0  
## 41 0  
## 42 0  
## 43 0  
## 44 0  
## 45 0  
## 46 0  
## 47 0  
## 48 0  
## 49 0  
## 50 0  
## 51 0  
## 52 0  
## 53 0  
## 54 0  
## 55 0  
## 56 0  
## 57 0  
## 58 0  
## 59 0  
## 60 0  
## 61 0  
## 62 0  
## 63 0  
## 64 0  
## 65 0  
## 66 0  
## 67 0  
## 68 0  
## 69 0  
## 70 0  
## 71 0  
## 72 0  
## 73 0  
## 74 0  
## 75 0  
## 76 0  
## 77 0  
## 78 0  
## 79 0  
## 80 0  
## 81 0  
## 82 0  
## 83 0  
## 84 0  
## 85 0  
## 86 0  
## 87 0  
## 88 0  
## 89 0  
## 90 0  
## 91 0  
## 92 0  
## 93 0  
## 94 0  
## 95 0  
## 96 0  
## 97 0  
## 98 0  
## 99 0  
## 100 0  
## 101 0  
## 102 0  
## 103 0  
## 104 0  
## 105 0  
## 106 0  
## 107 0  
## 108 0  
## 109 0  
## 110 0  
## 111 0  
## 112 0  
## 113 0  
## 114 0  
## 115 0  
## 116 0  
## 117 0  
## 118 0  
## 119 0  
## 120 0  
## 121 0  
## 122 0  
## 123 0  
## 124 0  
## 125 0  
## 126 0  
## 127 0  
## 128 0  
## 129 0  
## 130 0  
## 131 0  
## 132 0  
## 133 0  
## 134 0  
## 135 0  
## 136 0  
## 137 0  
## 138 0  
## 139 0  
## 140 0  
## 141 0  
## 142 0  
## 143 0  
## 144 0  
## 145 0  
## 146 0  
## 147 0  
## 148 0  
## 149 0  
## 150 0  
## 151 0  
## 152 0  
## 153 0  
## 154 0  
## 155 0  
## 156 0  
## 157 0  
## 158 0  
## 159 0  
## 160 0  
## 161 0  
## 162 0  
## 163 0  
## 164 0  
## 165 0  
## 166 0  
## 167 0  
## 168 0  
## 169 0  
## 170 0  
## 171 0  
## 172 0  
## 173 0  
## 174 0  
## 175 0  
## 176 0  
## 177 0  
## 178 0  
## 179 0  
## 180 0  
## 181 0  
## 182 0  
## 183 0  
## 184 0  
## 185 0  
## 186 0  
## 187 0  
## 188 0  
## 189 0  
## 190 0  
## 191 0  
## 192 0  
## 193 0  
## 194 0  
## 195 0  
## 196 0  
## 197 0  
## 198 0  
## 199 0  
## 200 0  
## 201 0  
## 202 0  
## 203 0  
## 204 0  
## 205 0  
## 206 0  
## 207 0  
## 208 0  
## 209 0  
## 210 0  
## 211 0  
## 212 0  
## 213 0  
## 214 0  
## 215 0  
## 216 0  
## 217 0  
## 218 0  
## 219 0  
## 220 0  
## 221 0  
## 222 0  
## 223 0  
## 224 0  
## 225 0  
## 226 0  
## 227 0  
## 228 0  
## 229 0  
## 230 0  
## 231 0  
## 232 0  
## 233 0  
## 234 0  
## 235 0  
## 236 0  
## 237 0  
## 238 0  
## 239 0  
## 240 0  
## 241 0  
## 242 0  
## 243 0  
## 244 0  
## 245 0  
## 246 0  
## 247 0  
## 248 0  
## 249 0  
## 250 0  
## 251 0  
## 252 0  
## 253 0  
## 254 0  
## 255 0  
## 256 0  
## 257 0  
## 258 0  
## 259 0  
## 260 0  
## 261 0  
## 262 0  
## 263 0  
## 264 0

partidos2021["Recep-Err"] + partidos2021["Recep-Neg"] + partidos2021["Recep-Exc"] - partidos2021["Recep-Tot"]

## Recep-Err  
## 1 -13  
## 2 -11  
## 3 -15  
## 4 -31  
## 5 -28  
## 6 -15  
## 7 -20  
## 8 -14  
## 9 -16  
## 10 -11  
## 11 -13  
## 12 -21  
## 13 -36  
## 14 -15  
## 15 -22  
## 16 -11  
## 17 -12  
## 18 -13  
## 19 -19  
## 20 -12  
## 21 -14  
## 22 -39  
## 23 -18  
## 24 -23  
## 25 -43  
## 26 -19  
## 27 -14  
## 28 -12  
## 29 -23  
## 30 -14  
## 31 -28  
## 32 -13  
## 33 -26  
## 34 -15  
## 35 -38  
## 36 -19  
## 37 -12  
## 38 -41  
## 39 -15  
## 40 -8  
## 41 -13  
## 42 -12  
## 43 -26  
## 44 -10  
## 45 -3  
## 46 -28  
## 47 -9  
## 48 -20  
## 49 -9  
## 50 -30  
## 51 -7  
## 52 -25  
## 53 -16  
## 54 -30  
## 55 -11  
## 56 -6  
## 57 -15  
## 58 -31  
## 59 -14  
## 60 -8  
## 61 -25  
## 62 -20  
## 63 -5  
## 64 -19  
## 65 -3  
## 66 -26  
## 67 -5  
## 68 -12  
## 69 -21  
## 70 -4  
## 71 -25  
## 72 -2  
## 73 -13  
## 74 -7  
## 75 -22  
## 76 -14  
## 77 -6  
## 78 -16  
## 79 -18  
## 80 -14  
## 81 -9  
## 82 -18  
## 83 -34  
## 84 -28  
## 85 -12  
## 86 -14  
## 87 -22  
## 88 -12  
## 89 -24  
## 90 -23  
## 91 -37  
## 92 -16  
## 93 -16  
## 94 -12  
## 95 -21  
## 96 -7  
## 97 -37  
## 98 -21  
## 99 0  
## 100 -20  
## 101 -23  
## 102 -14  
## 103 -11  
## 104 -21  
## 105 -15  
## 106 -30  
## 107 -12  
## 108 -19  
## 109 -22  
## 110 -32  
## 111 -16  
## 112 -24  
## 113 -18  
## 114 -19  
## 115 -2  
## 116 -18  
## 117 -13  
## 118 -15  
## 119 -19  
## 120 -18  
## 121 -21  
## 122 -14  
## 123 -12  
## 124 -14  
## 125 -18  
## 126 -11  
## 127 -17  
## 128 -9  
## 129 -28  
## 130 -13  
## 131 -32  
## 132 -27  
## 133 -36  
## 134 -20  
## 135 -27  
## 136 -15  
## 137 -26  
## 138 -19  
## 139 -23  
## 140 -39  
## 141 -24  
## 142 -25  
## 143 -21  
## 144 -14  
## 145 -28  
## 146 -18  
## 147 -26  
## 148 -3  
## 149 -30  
## 150 -8  
## 151 -17  
## 152 -43  
## 153 -19  
## 154 -18  
## 155 -10  
## 156 -19  
## 157 -19  
## 158 -22  
## 159 -20  
## 160 -25  
## 161 -8  
## 162 -9  
## 163 -28  
## 164 -26  
## 165 -12  
## 166 -15  
## 167 -15  
## 168 -29  
## 169 -39  
## 170 -14  
## 171 -29  
## 172 -31  
## 173 -33  
## 174 -29  
## 175 -11  
## 176 -16  
## 177 -32  
## 178 -17  
## 179 -6  
## 180 -33  
## 181 -24  
## 182 -14  
## 183 -13  
## 184 -24  
## 185 -30  
## 186 -32  
## 187 -19  
## 188 -37  
## 189 -21  
## 190 -26  
## 191 -9  
## 192 -7  
## 193 -14  
## 194 -22  
## 195 -27  
## 196 -12  
## 197 -32  
## 198 -49  
## 199 -21  
## 200 -18  
## 201 -15  
## 202 -21  
## 203 -19  
## 204 -18  
## 205 -12  
## 206 -20  
## 207 -10  
## 208 -30  
## 209 -14  
## 210 -13  
## 211 -5  
## 212 -24  
## 213 -40  
## 214 -23  
## 215 -45  
## 216 -27  
## 217 -6  
## 218 -21  
## 219 -7  
## 220 -33  
## 221 -33  
## 222 -18  
## 223 -19  
## 224 -27  
## 225 -30  
## 226 -15  
## 227 -45  
## 228 -31  
## 229 -27  
## 230 -22  
## 231 -20  
## 232 -43  
## 233 -10  
## 234 -20  
## 235 -38  
## 236 -25  
## 237 -16  
## 238 -20  
## 239 -31  
## 240 -39  
## 241 -21  
## 242 -9  
## 243 -2  
## 244 -21  
## 245 -13  
## 246 -20  
## 247 -9  
## 248 -25  
## 249 -20  
## 250 -14  
## 251 -13  
## 252 -16  
## 253 -24  
## 254 -26  
## 255 -27  
## 256 -41  
## 257 -10  
## 258 -10  
## 259 -26  
## 260 -32  
## 261 -13  
## 262 -28  
## 263 -15  
## 264 -14