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# Introduction

## Background

Ecological factors are known predictors of many health outcomes (1–7).

Neighborhood level deprivation is a useful measure in assessing risk for negative health outcomes and creating targeted interventions within population health management (8–13).

### Machine Learning and Spatial Analysis

Machine learning with spatial analysis has potential to improve these population health management (14–17).

Machine learning shows little benefit over traditional approaches (18,19).

Machine learning research needs methodological improvement (20–23).

Spatial analysis within mental health is limited (24).

## Purpose of this Study

There is a need for studies that can inform public health data science (25–27).

There is a need for studies that can inform translational science in mental health (28–30).

### Specific Aims

Specific Aim 1Identify local socioeconomic factors associated with a higher prevalence of poor self-reported mental health status.

Specific Aim 2 Identify area health resources that are associated with a lower prevalence of poor self-reported mental health status.

# Methods

## Data Collection

Collect estimated zip code level self-reported poor mental health status as percent of population from the 2020 release of the CDC and RWJF PLACES dataset. Collect approximately 400 zip code level socio-economic variables as percent estimates from the 2020 release of the US Census American Community Survey. Connect outcomes with predictors, remove observations with missing values, impute missing data for predictor variables using median values, standard scale all variables. Collect approximately 2000 county level health resource variables from the 2020 release of the HRSA Area Health resource File.

***Feature Selection***

Feature selection is a quantitative approach designed to identify predictors that are most important for a given outcome of interest among a large number of candidates. FS techniques fall are often described as *wrapper*, *filter,* and *embedded* methods(31–33)*.* Wrappers select subsets of features for classification to compare results and include approaches such as Recursive Feature Elimination with Support Vector Machines (SVM-RFE) (32). Filters use metrics to rank features individually and include Linear Discriminant Analysis (LDA) (34,35) and certain applications of Principal Component Analysis (PCA) (36). Embedded methods combine qualities of both by including ranking into the classification process and include Random Forests (RF) (37).

Random Forests. RF create an ensemble of decision trees with bootstrapped sampling of predictors fit to a given outcome (38,39) providing an aggregate measure of importance for each candidate predictor that is useful for variable selection (40–44). RF rely on less assumptions that traditional variable selection methods (40,42) and can integrate multiple statistical approaches (45,46) allowing RF to remain highly accurate with high collinearity (43), significant noise (42,47), or complex interactions (48–50). RF are easily adaptable for various applications (51,52), are relatively resource efficient (38), and available in many open-source libraries (52). RF have bene used widely in bioinformatics (53) for disease risk prediction (54–57) and genome wide association studies (GWAS) (41,43,47,50,58), but recently have begun to be used for spatial analysis in public health research (59,60).

**Principal Component Analysis.** Principal Component Analysis (PCA) constructs orthogonal linear combinations of features that account for a given amount of variation within a dataset (61,62) and is commonly used in bioinformatics for dimensionality reduction through variable aggregation (63–65) or component loading (66–68). PCA is applicable to high dimensional data (69), does not require distribution assumptions (70), and can be conducted with widely available computational resources using open-source software (71).

**Recursive Feature Elimination with Support Vector Machines**. Recursive feature Elimination (RFE) is a simple approach to feature selection to identify a reduced set of predictors that provide the highest prediction accuracy (72–75). RFE can be deployed in similar settings to stepwise regression but utilizes cross-validation with Support Vector Machines to improve reliability (76).

### Specific Aim 1

Utilize open-source machine learning algorithms to identify socioeconomic variables with both high variation and high importance. Conduct cross-validated prediction to identify the smallest number of variables that will achieve the best fitting model for zip codes. Calculate spatially adjusted rates and use an artificial neural network with backwards elimination to predict zip codes in the top quartile. Compare the predictive capability of all predictors, a random set of predictors, other known predictors, and the variables obtained in step 4. Test for OLS assumptions and use domain knowledge to develop an appropriate mixed effects regression model for the purpose of identifying parameter estimates for socioeconomic predictors.

### Specific Aim 2

Using local Empirical Bayes smoothing and LISA quadrants, identify ‘hot and cold spot’ regions and assign nominal labels to contained counties. Use algorithms capable of multi-nominal prediction to identify health resources associated with each category. Using zip code predictors, conduct geographic weighted regression to identify regions where each predictor has significantly higher or lower coefficients. Assign nominal labels and use algorithms capable of multi-nominal prediction to identify health resources associated with each category. Test for OLS assumptions and use domain knowledge to develop an appropriate mixed effects regression model. The purpose is to identify parameter estimates for each county predictor identified in step 8 and an interaction term for county and zip code predictors in step 9.
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