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library(mlbench)

## Warning: package 'mlbench' was built under R version 4.0.3

library(caret)

## Warning: package 'caret' was built under R version 4.0.4

## Loading required package: lattice

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.0.3

library(e1071)

## Warning: package 'e1071' was built under R version 4.0.3

library(klaR)

## Warning: package 'klaR' was built under R version 4.0.3

## Loading required package: MASS

library(nnet)

## Warning: package 'nnet' was built under R version 4.0.3

library(rpart)  
library(MASS)  
library(randomForest)

## Warning: package 'randomForest' was built under R version 4.0.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

library(caTools)

## Warning: package 'caTools' was built under R version 4.0.3

**Since “Bare.nuclei” contains a few missing cells, they will be replaced with 1. The id column will has been removed as it does not contribute to the analysis:**

data("BreastCancer")  
  
  
for (i in 1:length(BreastCancer)[1]) {  
d <- ifelse(sum(is.na(BreastCancer[i]))>5, names(BreastCancer[i]),F)  
 #print(b)   
print(d)  
}

## [1] FALSE  
## [1] FALSE  
## [1] FALSE  
## [1] FALSE  
## [1] FALSE  
## [1] FALSE  
## [1] "Bare.nuclei"  
## [1] FALSE  
## [1] FALSE  
## [1] FALSE  
## [1] FALSE

str(BreastCancer$Bare.nuclei)

## Factor w/ 10 levels "1","2","3","4",..: 1 10 2 4 1 10 10 1 1 1 ...

#replace missing values with 1:  
BreastCancer$Bare.nuclei[is.na(BreastCancer$Bare.nuclei)] <- 1  
sum(is.na(BreastCancer$Bare.nuclei))

## [1] 0

BreastCancer <- BreastCancer[,-c(1)]  
  
set.seed(100)  
  
spl = sample.split(BreastCancer, SplitRatio = 0.7)  
train = subset(BreastCancer, spl==TRUE)  
test = subset(BreastCancer, spl==FALSE)  
dim(BreastCancer)

## [1] 699 10

print(dim(train)); print(dim(test))

## [1] 489 10

## [1] 210 10

**The overall SVM accuracy is 95.71%:**

mysvm <- svm(Class ~ ., train)  
mysvm.pred <- predict(mysvm, test)  
  
  
svmcv <- confusionMatrix(factor(mysvm.pred),test$Class)  
svmcv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 128 4  
## malignant 5 73  
##   
## Accuracy : 0.9571   
## 95% CI : (0.9202, 0.9802)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.908   
##   
## Mcnemar's Test P-Value : 1   
##   
## Sensitivity : 0.9624   
## Specificity : 0.9481   
## Pos Pred Value : 0.9697   
## Neg Pred Value : 0.9359   
## Prevalence : 0.6333   
## Detection Rate : 0.6095   
## Detection Prevalence : 0.6286   
## Balanced Accuracy : 0.9552   
##   
## 'Positive' Class : benign   
##

svmcv\_acc <- svmcv$overall['Accuracy'] \* 100  
  
anssvmcv <- round(svmcv\_acc,2)  
cat(anssvmcv,"% Accuracy")

## 95.71 % Accuracy

**The overall NB accuracy is 96.67%:**

mynb <- naiveBayes(Class ~ ., train, laplace = 0)  
mynb.pred <- predict(mynb,test)  
  
nbcv <- confusionMatrix(factor(mynb.pred),test$Class)  
nbcv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 128 2  
## malignant 5 75  
##   
## Accuracy : 0.9667   
## 95% CI : (0.9325, 0.9865)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9288   
##   
## Mcnemar's Test P-Value : 0.4497   
##   
## Sensitivity : 0.9624   
## Specificity : 0.9740   
## Pos Pred Value : 0.9846   
## Neg Pred Value : 0.9375   
## Prevalence : 0.6333   
## Detection Rate : 0.6095   
## Detection Prevalence : 0.6190   
## Balanced Accuracy : 0.9682   
##   
## 'Positive' Class : benign   
##

nbcv\_acc <- nbcv$overall['Accuracy'] \* 100  
  
ansnbcv <- round(nbcv\_acc,2)  
cat(ansnbcv,"% Accuracy")

## 96.67 % Accuracy

**The overall neural network accuracy is 90.95%:**

mynnet <- nnet(Class ~ ., train, size=2)

## # weights: 165  
## initial value 368.817582   
## iter 10 value 6.129777  
## iter 20 value 0.084270  
## iter 30 value 0.001140  
## final value 0.000097   
## converged

mynnet.pred <- predict(mynnet,test,type="class")  
  
nncv <- confusionMatrix(factor(mynnet.pred),test$Class)  
nncv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 127 13  
## malignant 6 64  
##   
## Accuracy : 0.9095   
## 95% CI : (0.8623, 0.9446)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.8014   
##   
## Mcnemar's Test P-Value : 0.1687   
##   
## Sensitivity : 0.9549   
## Specificity : 0.8312   
## Pos Pred Value : 0.9071   
## Neg Pred Value : 0.9143   
## Prevalence : 0.6333   
## Detection Rate : 0.6048   
## Detection Prevalence : 0.6667   
## Balanced Accuracy : 0.8930   
##   
## 'Positive' Class : benign   
##

nncv\_acc <- nncv$overall['Accuracy'] \* 100  
  
ansnncv <- round(nncv\_acc,2)  
cat(ansnncv,"% Accuracy")

## 90.95 % Accuracy

**The overall decision tree accuracy is 93.33%:**

#Decision trees  
  
mytree <- rpart(Class ~ ., train)  
plot(mytree); text(mytree) # in "iris\_tree.ps"

![](data:image/png;base64,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)

mytree.pred <- predict(mytree,test,type="class")  
  
dscv <- confusionMatrix(mytree.pred,test$Class)  
dscv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 123 4  
## malignant 10 73  
##   
## Accuracy : 0.9333   
## 95% CI : (0.8907, 0.9631)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.8588   
##   
## Mcnemar's Test P-Value : 0.1814   
##   
## Sensitivity : 0.9248   
## Specificity : 0.9481   
## Pos Pred Value : 0.9685   
## Neg Pred Value : 0.8795   
## Prevalence : 0.6333   
## Detection Rate : 0.5857   
## Detection Prevalence : 0.6048   
## Balanced Accuracy : 0.9364   
##   
## 'Positive' Class : benign   
##

dscv\_acc <- dscv$overall['Accuracy'] \* 100  
  
ansdscv <- round(dscv\_acc,2)  
cat(ansdscv,"% Accuracy")

## 93.33 % Accuracy

**The following is the LOOCV. Due to differing lengths, it would not work within the ensemble method. The overall LOOCV accuracy is 93.81%:**

# Leave-1-Out Cross Validation (LOOCV)  
  
ans <- numeric(length(test[,1]))  
for (i in 1:length(test[,1])) {  
 mytree <- rpart(Class ~ ., train[-i,])  
 mytree.predloocv <- predict(mytree,test[i,],type="class")  
 ans[i] <- mytree.predloocv  
 }  
str(train$Class)

## Factor w/ 2 levels "benign","malignant": 1 1 1 1 2 1 1 1 1 1 ...

ans <- factor(ans,labels=levels(test$Class))  
  
loocvcm <- confusionMatrix(ans, test$Class)  
loocvcm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 123 3  
## malignant 10 74  
##   
## Accuracy : 0.9381   
## 95% CI : (0.8965, 0.9666)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : < 2e-16   
##   
## Kappa : 0.8692   
##   
## Mcnemar's Test P-Value : 0.09609   
##   
## Sensitivity : 0.9248   
## Specificity : 0.9610   
## Pos Pred Value : 0.9762   
## Neg Pred Value : 0.8810   
## Prevalence : 0.6333   
## Detection Rate : 0.5857   
## Detection Prevalence : 0.6000   
## Balanced Accuracy : 0.9429   
##   
## 'Positive' Class : benign   
##

# The same as above in this case  
loocvcm\_acc <- loocvcm$overall['Accuracy'] \* 100  
  
ansac <- round(loocvcm\_acc,2)  
cat(ansac,"% Accuracy")

## 93.81 % Accuracy

**The overall QDA accuracy is 93.81%:**

#Quadratic Discriminant Analysis  
  
trainqda <- lapply(train,as.numeric)  
testqda <- lapply(test,as.numeric)  
trainqda$Class <- factor(trainqda$Class, labels = c("benign", "malignant"))  
testqda$Class <- factor(testqda$Class, labels=c("benign","malignant"))  
  
myqda <- qda(Class ~ ., trainqda)  
str(BreastCancer)

## 'data.frame': 699 obs. of 10 variables:  
## $ Cl.thickness : Ord.factor w/ 10 levels "1"<"2"<"3"<"4"<..: 5 5 3 6 4 8 1 2 2 4 ...  
## $ Cell.size : Ord.factor w/ 10 levels "1"<"2"<"3"<"4"<..: 1 4 1 8 1 10 1 1 1 2 ...  
## $ Cell.shape : Ord.factor w/ 10 levels "1"<"2"<"3"<"4"<..: 1 4 1 8 1 10 1 2 1 1 ...  
## $ Marg.adhesion : Ord.factor w/ 10 levels "1"<"2"<"3"<"4"<..: 1 5 1 1 3 8 1 1 1 1 ...  
## $ Epith.c.size : Ord.factor w/ 10 levels "1"<"2"<"3"<"4"<..: 2 7 2 3 2 7 2 2 2 2 ...  
## $ Bare.nuclei : Factor w/ 10 levels "1","2","3","4",..: 1 10 2 4 1 10 10 1 1 1 ...  
## $ Bl.cromatin : Factor w/ 10 levels "1","2","3","4",..: 3 3 3 3 3 9 3 3 1 2 ...  
## $ Normal.nucleoli: Factor w/ 10 levels "1","2","3","4",..: 1 2 1 7 1 7 1 1 1 1 ...  
## $ Mitoses : Factor w/ 9 levels "1","2","3","4",..: 1 1 1 1 1 1 1 1 5 1 ...  
## $ Class : Factor w/ 2 levels "benign","malignant": 1 1 1 1 1 2 1 1 1 1 ...

myqda.pred <- predict(myqda, testqda)  
table(myqda.pred$class,testqda$Class)

##   
## benign malignant  
## benign 123 3  
## malignant 10 74

qdacv <- confusionMatrix(myqda.pred$class, testqda$Class)  
qdacv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 123 3  
## malignant 10 74  
##   
## Accuracy : 0.9381   
## 95% CI : (0.8965, 0.9666)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : < 2e-16   
##   
## Kappa : 0.8692   
##   
## Mcnemar's Test P-Value : 0.09609   
##   
## Sensitivity : 0.9248   
## Specificity : 0.9610   
## Pos Pred Value : 0.9762   
## Neg Pred Value : 0.8810   
## Prevalence : 0.6333   
## Detection Rate : 0.5857   
## Detection Prevalence : 0.6000   
## Balanced Accuracy : 0.9429   
##   
## 'Positive' Class : benign   
##

qdacv\_acc <- qdacv$overall['Accuracy'] \* 100  
  
ansqdacv <- round(qdacv\_acc,2)  
cat(ansqdacv,"% Accuracy")

## 93.81 % Accuracy

**The overall RDA accuracy is 96.67%:**

#Regularised Discriminant Analysis  
  
myrda <- rda(Class ~ ., train)  
myrda.pred <- predict(myrda, test)  
  
rdacv <- confusionMatrix(factor(myrda.pred$class), test$Class)  
rdacv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 126 1  
## malignant 7 76  
##   
## Accuracy : 0.9619   
## 95% CI : (0.9263, 0.9834)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9193   
##   
## Mcnemar's Test P-Value : 0.0771   
##   
## Sensitivity : 0.9474   
## Specificity : 0.9870   
## Pos Pred Value : 0.9921   
## Neg Pred Value : 0.9157   
## Prevalence : 0.6333   
## Detection Rate : 0.6000   
## Detection Prevalence : 0.6048   
## Balanced Accuracy : 0.9672   
##   
## 'Positive' Class : benign   
##

rdacv\_acc <- rdacv$overall['Accuracy'] \* 100  
  
ansrdacv <- round(rdacv\_acc,2)  
cat(ansrdacv,"% Accuracy")

## 96.19 % Accuracy

**The overall random forest accuracy is 95.24%:**

#Random Forests  
  
myrf <- randomForest(Class ~ ., train)  
myrf.pred <- predict(myrf, test)  
  
rfcv <- confusionMatrix(myrf.pred, test$Class)  
rfcv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 126 3  
## malignant 7 74  
##   
## Accuracy : 0.9524   
## 95% CI : (0.9142, 0.9769)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.8986   
##   
## Mcnemar's Test P-Value : 0.3428   
##   
## Sensitivity : 0.9474   
## Specificity : 0.9610   
## Pos Pred Value : 0.9767   
## Neg Pred Value : 0.9136   
## Prevalence : 0.6333   
## Detection Rate : 0.6000   
## Detection Prevalence : 0.6143   
## Balanced Accuracy : 0.9542   
##   
## 'Positive' Class : benign   
##

rfcv\_acc <- rfcv$overall['Accuracy'] \* 100  
  
ansrfcv <- round(rfcv\_acc,2)  
cat(ansrfcv,"% Accuracy")

## 95.24 % Accuracy

**After stacking the algorithms in a “majority rule” ensemble fashion utilizing the previous algorithms svm, naive bayes, neural network, QDA, RDA, decision tree, and random forest, the overall accuracy of the ensemble model is 96.67%:**

myrda.pred\_s <- myrda.pred$class  
myqda.pred\_s <- myqda.pred$class  
stackdf <- data.frame(mysvm.pred,mynb.pred,mynnet.pred,myqda.pred\_s,mytree.pred,myrda.pred\_s, myrf.pred, Class = test$Class, stringsAsFactors = F)  
  
stvm <- svm(Class ~ ., stackdf)  
  
stvm.pred <- predict(stvm, test)  
  
stcv <- confusionMatrix(stvm.pred, test$Class)  
stcv

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction benign malignant  
## benign 128 2  
## malignant 5 75  
##   
## Accuracy : 0.9667   
## 95% CI : (0.9325, 0.9865)  
## No Information Rate : 0.6333   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9288   
##   
## Mcnemar's Test P-Value : 0.4497   
##   
## Sensitivity : 0.9624   
## Specificity : 0.9740   
## Pos Pred Value : 0.9846   
## Neg Pred Value : 0.9375   
## Prevalence : 0.6333   
## Detection Rate : 0.6095   
## Detection Prevalence : 0.6190   
## Balanced Accuracy : 0.9682   
##   
## 'Positive' Class : benign   
##

stcv\_acc <- stcv$overall['Accuracy'] \* 100  
  
ansstcv <- round(stcv\_acc,2)  
  
stdf <- rbind("SVM Accuracy" = anssvmcv, "Naive Bayes Accuracy" = ansnbcv, "Neural Network Accuracy" = ansnncv, "Decision Tree Accuracy" = ansdscv, "LOOCV Accuracy" = loocvcm\_acc, "QDA Accuracy" = ansqdacv, "RDA Accuracy" = ansrdacv, "Random Forest Accuracy" = ansrfcv , "Ensemble Majority Accuracy" = ansstcv)  
stdf

## Accuracy  
## SVM Accuracy 95.71000  
## Naive Bayes Accuracy 96.67000  
## Neural Network Accuracy 90.95000  
## Decision Tree Accuracy 93.33000  
## LOOCV Accuracy 93.80952  
## QDA Accuracy 93.81000  
## RDA Accuracy 96.19000  
## Random Forest Accuracy 95.24000  
## Ensemble Majority Accuracy 96.67000

cat("The overall ensemble Majority model accuracy is",ansstcv,"%")

## The overall ensemble Majority model accuracy is 96.67 %