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Вероятностный подход к задаче привилегированного обучения и дистилляции
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Работа посвящена методам снижения сложности аппроксимирующих моделей. В работе рассматривается метод дистилляции. На основе данного выбирается модель адекватно аппроксимирующая выборку учитывая ранее построенную модель. Данные модели называются учеником и учителем соответственно. В рамках предложенного метода предполагается, что признаковые описания объектов учителя и ученика могут отличаться. В этом случае говорят, что учителю доступна привилегированная информация о данных.

В работе предлагается вероятностное обоснование методов дистилляции и привилегированного обучения. В качестве функции учителя и ученика рассматриваются произвольные параметрические функции с наперед заданной структурой. В частности для случая линейной и логистической регрессии получен ряд теоретических результатов.

Теоретические результаты анализируются в вычислительном эксперименте. Проводиться сравнение моделей, которые используют функцию учителя в момент обучения с моделями, которые ее не используют. Для анализа используются реальные данные для задачи классификации изображений FashionMNIST и для задачи классификации текстов Twitter Sentiment Analysis.
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