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Chapter 3

Bayesiam Amalysis amd Am Estimatiom Problem with the Meam Variamce Amalysis

# What is Probability

So far we have focused on point estimation and hypothesis testing via frequentist methods. The frequentist method is based on the following assumptions.

Ffi. Probability is equivalent to limiting relative frequencies, and hence are objective properties.

F£. Unknown parameters are fixed, deterministic constants.

F3. Inference procedures should always be interpreted via long run averages. For example, a 9†% c.i. should has a 9†% limiting coverage frequency if we repeat the same procedure many times.

However, there is a different school of statistical inference, called Bayesian inference, which is based on the following assumptions.

Bfi. Probability relates to degree of belief, not frequencies. With this inter- pretation, we can have wider applications of probability. For example, we can say that with probability 0.†† an apple from a tree did drop to the head of Isaac Newton. This statement reflects a subjective belief, not a limiting frequency.

B£. Unknown parameters are uncertain and therefore can be modeled as random variables.

B3. Inference means giving a updated prediction about the distribution of the unknown parameters.

Clearly the Bayesian approach is subjective¡ this attributes to the popular- ity of the frequentist approach, as people in general likes objective methods. However, in finance, there is a growing support of Bayesian approach, mainly because estimation in many financial problems are very hard without Bayesian approaches. For example, since it is very difficult to estimate the true unknown

returns of stocks, it makes sense to model the returns as random variables, and use Bayesian approaches to give estimators of returns by combining subjective views of the traders and the empirical data.

This is the view adapted in Black-Litterman‘s asset allocation method, which we will cover later.

# The Bayesiam Method

The Bayesian inference requires two inputs.

fi. A prior distribution ƒ(8) about the unknown parameter 8 before we see the data.

£. A likelihood function, or a model, that links 8 and the data E = (Efi, ..., En). More precisely, we need to specify the conditional joint density ƒ(E 8).

|

After this, we can calculate the posterior distribution of ƒ(8 E) by using Bayes‘ formula from elementary probability. More precisely,

|

ƒ(8, E) ƒ(E 8)ƒ(8) ƒ(E 8)ƒ(8)

| |

ƒ(8|E) = = = .

We can write this as

ƒ(E)

∫ ƒ(8, E)d8

∫ ƒ(E|8)ƒ(8)d8

ƒ(8|E) a ƒ(E|8)ƒ(8),

because the normalizing constant

C(E) = ∫ ƒ(E|8)ƒ(8)d8

does not depend on 8. Typical C(E) can be either got analytically (by using the fact that total probability must be one), or by numerical integration.

A recent revolution in Bayesian analysis is that very often we do not need to do any calculation at all, as algorithms may be available to draw samples from ƒ(8|E) directly so that we can simply do Monte Carlo simulation.

# Poimt Estimatiom

After getting the posterior distribution ƒ(8|E), we can perform the point es- timation easily by using the center of ƒ(8|E), such as mean, mode, median of ƒ(8|E). We can construct a c.i. by looking at the quantiles of ƒ(8|E)¡ more precisely a fi — α c.i. can be given by (a, b) such that

∫

∫

a α

ƒ(8|E)d8 = £ ,

—œ

œ α

ƒ(8|E)d8 = £ .

b

Example 1. Bernoulli distribution. Suppose Efi,..., En are i.i.d. Bernoulli random variables with a unknown parameter p. To estimate p, we first use a

uniform prior. More precisely, the prior for p is uniform on [0, fi] with a density

ƒ(p) = fi, 0 ≤ p ≤ fi . Now the likelihood is

ƒ(Efi, ..., En|p) = p (fi — p) · p (fi — p) · · · p (fi — p)

Xfi fi—Xfi X2 fi—X2 Xı fi—Xı

= pYı (fi — p)n—Yı ,

where

n

Σ

Yn = Es.

s=fi

By Bayes‘ formula the posterior has the form

ƒ(p|E) a ƒ(E|p)ƒ(p) = pYı (fi — p)n—Yı .

To find out what exactly the posterior ƒ(p E) is, we recall the density of a Beta distribution with parameters α and Ø is given by

|

F(α ‡ Ø)

o fi — Ø fi

p — (fi p) — .

F(α)F(Ø)

Therefore, ƒ(p|E) is the density of a Beta distribution with parameters Yn ‡ fi and n — Yn ‡ fi. Since the mean of a Beta distribution is α/(α ‡ Ø), we can estimate p by the mean of the posterior ƒ(p|E):

Yn ‡ f i Yn ‡ fi

p^ = = .

(Yn ‡ fi) ‡ (n — Yn ‡ fi) n ‡ £

A 9†% c.i. can be constructed by looking at the 9F.†% and £.†% quantiles of the Beta distribution with parameters Yn ‡ fi and n Yn ‡ fi.

—

This should be compared with the frequentist‘s MLE estimator, which is

Yn

p˜ = . n

Note that

n

n fi n n

— — O

p^ = p˜ ‡ (fi ) = p˜ ‡ (fi )p , n ‡ £ n ‡ £ £ n ‡ £ n ‡ £

where pO is the mean of the prior distribution, i.e. uniform on 0 and fi. In short the Bayesian estimator is a weighted average of MLE and the prior mean.

Although for large sample size n, the difference between p^ and p˜ may be quite small, for small sample size the difference is quite significant. In the extreme case that only one sample is available, i.e. n = fi, then

p^ =

fi

3 ,

. , if Efi = 0

2 Σ

, if Efi = fi

3

p˜ =

0, if Efi = 0

fi, if Efi = fi .

.

Σ

Therefore, the Bayesian estimator p^ makes more sense for small sample sizes.

Even with a large sample size, the Bayesian estimator p^ sometimes may make more sense. For example, suppose in the past fi0 years or £†00 (fi0‡£†0=£†00)

trading days, there is no financial crisis (or a terrorist attack), and we want to estimate the chance of a financial crisis (or a terrorist attack) will happen tomorrow. Then with n = £†00 and Yn = 0, we have two estimators

p^ =

0 ‡ fi

£†00 ‡ £

fi

= ,

£†0£

p˜ =

0

£†00

= 0.

As we all know the financial losses attributed to a financial crisis (or a terrorist attack) could be enormous. Thus, if you are a trader and want to reserve money for the uncertainty of a financial crisis (or a terrorist attack), then clearly the Bayesian estimator p^ is more useful than the MLE p˜.

Of course, the Bayesian estimator depends on the prior distribution¡ different priors lead to different posterior distributions.

Example 1 (continued). Now suppose that the prior distribution is Beta with parameters α and Ø. Then

F(α ‡ Ø)

o fi — Ø fi

ƒ(p) = p — (fi p) — ,

F(α)F(Ø)

ƒ(p|E) a ƒ(E|p)ƒ(p) a pYı (fi—p)n—Yı po—fi(fi—p)Ø—fi = pYı‡o—fi(fi—p)n—Yı‡Ø—fi.

Therefore, ƒ(p E) has a density Beta(Yn‡α, n Yn‡Ø). The Bayesian estimator becomes

| —

Yn ‡ α Yn ‡ α

p^ = = ,

and

(Yn ‡ α) ‡ (n — Yn ‡ Ø) n ‡ α ‡ Ø

Yn α p^ = ‡

n α ‡ Ø

= p˜ ‡ p ,

n ‡ α ‡ Ø n ‡ α ‡ Ø

n ‡ α ‡ Ø n ‡ α ‡ Ø O

where pO is the mean of the prior distribution, which equals to α/(α ‡ Ø).

Of course, the previous prior of uniform[0,fi] is a special case of Beta distri- bution with α = Ø = fi.

In this example both prior and posterior have Beta distribution. When this happens, the prior is said to be conjugate with respect to the likelihood. Conjugate priors are widely used in Bayesian inference due to its analytical tractability. Here is another example of conjugate priors.

Example 2. (Normal distribution with unknown µ). Let Efi, ..., En be

i.i.d. from N(µ, o2). For simplicity, assume that the variance o2 is known. We want to provide a Bayesian estimator of µ. Consider a prior N(a, b2). Then the

posterior density is

ƒ(µ|E) a ƒ(µ)ƒ(E|µ)

f i . (µ — a) Σ Yn

2

2

f i

. (Es

— µ) Σ

= b,£w exp —

2

n

£b2

s=fi

2

o,£w exp —

£o2

a exp

.— (µ — a) — Σ

(Es

— µ) Σ

a exp

£b2

.— fi . fi

s=fi

‡ f i Σ

£o2

µ2 ‡

fi . a

f i

‡ ·

fi Σ

Es Σ

£µΣ

£ b2 o2/n

£ b2 o2/n

n

s=fi

n

o2ƒn

,. . Σ ,

fi

fi

fi

2

b2

. a ‡ f i E¯ Σ

,,Σ

= exp

—

, £

b2 ‡ o2/n

,µ —

. fi

f i Σ £µ,, .

Letting

b2 ‡ o2ƒn

r 2 =

fi f i —fi

b2 ‡ o2/n =

.

Σ

b2o2

o2 ‡ nb2 ,

f i . fi

r =

b2 ‡ o2/n

= ,

o2 ‡ nb2

f i Σ—fi

nb2

o2/n

the above equation becomes

ƒ(µ|E) a exp .— fi

£r 2

a .—

exp fi

£r 2

Σµ2 — .rE¯ ‡ (fi — r)aΣ £µΣΣ Σµ — .rE¯ ‡ (fi — r)aΣΣ2Σ .

Therefore, the posterior density ƒ(µ E) is normal with mean rE¯ ‡ (fi r)a

| —

and variance r 2, i.e.

µ|E ~ N(rE¯ ‡ (fi — r)a, r 2).

Thus, the Bayesian estimator is given by the mean of the posterior density

µ^ = rE¯ ‡ (fi — r)a,

which is a weighted average of the MLE E¯ and the prior mean a. The fi α c.i. for µ is given by

—

. fi

µ^ T xoƒ2r = µ^ T xoƒ2

b2 ‡ o2/n

f i Σ—fiƒ2

This should be compared with the frequentist c.i.

.

¯ o

E T xoƒ2 ,n.

Example 3. (Normal distribution with unknown o2). Let Efi, ..., En be

i.i.d. from N (0, o2). We want to estimate o2. A conjugate prior for o2 can be chosen as an inverse gamma distribution, IG(α, Ø). More precisely, if E has a gamma distribution with parameters α and Ø, E G(α, Ø), then Y = fi/E has an inverse gamma distribution with parameters α and Ø, i.e.

~

Y ~ IG(α, Ø).

In particular, the density of Y is given by

Øoe—Øƒ4

ƒ(y) = , y > 0, F(α)yo‡fi

and

E[Y ] =

Ø o—fi

if α > fi Σ ,

œ, if 0 c α ≤ fi

.

Ø2

V ar(Y ) = , α > £. (α — fi)2(α — £)

The posterior density for o2 is

ƒ(o2|E) a ƒ(o2)ƒ(E|o2)

Øoe—Øƒo2

n

2

Y f i

. (Es

— 0) Σ

= F(α)o2(o‡fi[

.

s=fi

o,£w exp —

£o2

f i

a

o2(o‡fi[on

exp

n

fi

— o2

. ˜Σ

.Ø ‡

Σs=fi

Es2 ΣΣ

f i fi

£

= exp — Ø ,

where

(o2)(o˜‡fi[

n

α˜ = α ‡

, Ø˜ =

o2

. fi Σ Σ

n

Ø ‡

E2

s

£

£

s=fi

This implies that the posterior ƒ(o2|E) is again an inverse gamma density with

ƒ(o2|E) ~ IG(α˜, Ø˜).

In particular, the Bayesian estimator for o2 is the mean of IG(α˜, Ø˜), which is (as long as α˜ > fi),

Ø˜ Ø ‡ fi Σn E2 £Ø ‡ Σn E2

o^2 =

=

2

s=fi

s

=

s=fi

s .

α˜ — fi

α ‡ n — fi

2

n ‡ £α — £

This should be compared with the frequentist MLE estimator

o˜2 = fi Σ E2.

n

Indeed,

o^2 =

—

n 2

s=fi s

Σ

E

n

n

n ‡ £α — £

‡ £α — £ £Ø n ‡ £α — £ (£α — £)

= o˜2 n

n ‡ £α — £

£α £

‡

n ‡ £α — £

o2,

where o2 = Ø is the expectation of the prior distribution IG(α, Ø) for o2.

O

O o—fi

Æemarks. fi. It can be shown that all Bayesian estimators are biased.

However, bias is only part of the criterion to compare estimators. For example, one may want to compare mean square error etc. This will be done later.

£. Besides Bayesian and frequentist inference, there is another one, called empirical Bayesian inference, which means that the prior is estimated from the data. We will study empirical Bayes later.

# Problems with the empirical meams amd co- variamces

Although the mean variance analysis is a major breakthrough in finance, rela-

tively few people in practice use it directly. Some main problems are

(fi) Sometimes it is hard to estimate the covariance matrix C, although it is not a big problem if the number of assets involved is small.

(£) The result is very sensitive to the mean vector Æ, which is very difficult to be estimated.

* + 1. The portfolio weights are sensitive to estimation errors in C and Æ.
    2. The whole theory is based on the quadratic utility function, which itself is problematic.

The literature is quite rich on the estimation risk topic: Jobson and Korkie (fi980, fi98fi), Frost and Savarino (fi986, fi988), Jorion (fi986), Michaud (fi989,

£000), Best and Grauer (fi99fi), Black and Litterman (fi99£), Scherer (£004)¡ see a survey paper by Brandt (£00†) and the book by Meucci (£00†).

There are two main approaches to handle the difficulties, namely empiri- cal Bayesian estimation procedures and the standard Bayesian approach to do portfolio optimization. A key difference between the two approaches is that the empirical Bayesian approaches only depend on historical data, while Bayesian approaches rely on both data and subjective views. We will study the two approaches later.

Here in the remainder of this chapter we want to focus on the difficulties of just using the empirical mean and empirical variance and covariance matrices.

Suppose that we observe a vector of N stock returns Xfi, X2, ..., Xn during n periods. The mean vector is ÆfixN , and covariance is CNxN . One way to estimate the mean vector Æ is to simply use the sample mean vector Æ,

^

Æ^ = fi Σ X .

s=fi

n

n

s

Now assuming that Xfi, X2, ..., Xn are i.i.d. random vector with the multivari- ate normal distribution. Then

n

Σ

S2 = (Xs — Æ^ )T(Xs — Æ^ )

s=fi

has a Wishart distribution with

Σ Σ

E S2 = (n — fi)C.

To estimate C one can use the sample covariance

C^ = fi

n — fi

S2.

The commend in Splus for C^ is var.

Recall that in the presence of the risk-free rate, the vector of optimal mean variance efficient portfolio weights is given by

r = Ø · C—fi(Æ — r1)

To get an unbiased estimator for the portfolio weights we shall use an unbi- ased estimator

r^ = Ø

* (n — N

— £) .S2Σ—fi (Æ^

— r1) = Ø ·

n — N — £

n — fi

·

.C^ Σ—fi (Æ^

— r1).

To show this estimator is unbiased we use the fact that S2 and Æ^ are indepen- dent, and S2 —fi has an inverse Wishart distribution with mean

. Σ

C—fi

Indeed,

.

n — N — £

E[r^] = Ø · (n — N — £) · E S2 —fi · E(Æ^ — r1)

Σ. Σ Σ

C—fi

= Ø · (n — N — £) · n — N — £ · (Æ — r1)

= Ø · C—fi · (Æ — r1) = r.

Kan and Zhou (£00F) show that the above unbiased portfolios perform better (highest expected out-of-sample performance) respect to the one based on an unbiased estimate of the covariance matrix (i.e. without the term n—N—2 ),

. Σ fi

n—fi

and the one based on the MLE (obtained using f i S2 — to estimate C—fi).

n—fi

However, it is still an open problem to compute V ar[r^].

## A mumerical Example

To see how this works in terms of real data. We shall look at the data set ”stocks™ in Splus which contains the daily returns of five stocks, AMOCO, FORD, HP, IBM, and MERCK, from July 3, fi96£, to December 3fi, fi99fi (F4£0 trading days).

The mean vector and sample covariance are given by the following commands

> co1Means(scocŁs) RMOCO FORD HP IBM MERCK

0.0006LL0299 0.0005284341 0.000L54L311 0.0004244345 0.0008023445

> var(scocŁs)

Next we shall compute the optimal weights.

>

> dim(scocŁs) [1] L420 5

#compuce cke opcima1 weigkcs for scocŁs,assuming xi=0.43, risŁ−free race =0.

opcima1Neigkcs1 c− 0.43+((L420−5−2)/(L420−1)) +so1ve(var(scocŁs))
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> opcima1Neigkcs1

#compuce cke opcima1 weigkcs for cke money marŁec accounc.

>1−sum(opcima1Neigkcs1)

In summary here is the optimal weights

Amoco 83.F6933%

Ford fi9.†09F3%

HP £6.69£66%

IBM -£0.06FFfi%

MERCK fi£9.fi64†4% Money Market -fi39.0686%

The optimal weights seem to be not reasonable at all! No one in the real world will use these highly variable weights.

Best and Grauer (fi99fi) also note that the estimated optimal weights are not robust, meaning that even a small increase in the estimated mean of just one asset can make a significant changes of the optimal weights, even making the weights to change signs from positive to negative or vice versa, although the optimal portfolio‘s expected return and standard deviation are virtually unchanged (p. 3£†).

Note that we can also compute the resulting in-sample stock part annual returns.
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[,1]

[1,] 0.455L169

In other words, the annual in-sample return from the estimated optimal portfolio, ignoring the money market account (as we assume risk-free rate is zero), is about 4†.6% per year for over a 30 year time horizon, which is very good. Of course, in-sample returns do not mean very much. It is more important to look at out-of-sample performance.

## Errors im the Meam amd Optimal Weights

As we have learned before, it is very hard to estimate the drift of a geomet- ric Brownian motion. Hence it should not be surprising that it is difficult to estimate the population mean return vector ÆfixN . Now we try to understand why it is difficult to estimate the optimal weights r×. In particular, why the estimation of r× is so sensitive to the estimation errors in ÆfixN .

Intuitvely, the elements in the variance-covariance matrix C are generally small numbers, such as 0.£‡0.£=0.04. Thus the elements in the inverse matrix C—fi tend to be large numbers with significant variations. Therefore, when we multiply C—fi and Æ, the results tend to be very volatile.

A more precise reason is given by Best and Grauer (fi99fi), who obtain some analytical result related to the sensitivity of mean-variance efficient portfolios to changes in asset means. In particular, assuming the covariance C is known, if r× is the true unknown optimal mean-variance asset allocation given ÆfixN , and r^× is the estimated optimal allocation given the estimated sample average Æ^ , then

. Σ

fi

|| — || ≤ || — ^ || · Z

r× r^× Ø Æ Æ

min

fi ‡ Zmax ,

Zmin

where Zmax and Zmin are the largest and smallest eigenvalues of the the covari- ance matrix C. Here ||·|| is the Euclidean norm. Therefore, the sensitivity of the to changes in the means may increase as the ratio Zmax/Zmin increases. The ratio becomes large as the number of assets in the portfolio becomes large and the number of observation becomes small.

In particular, if we cannot do a good job with only † stocks and over F400 data points, the situation will be even more for more stocks.

## Possible Improvememts

A significant improvement over the sample mean vector and sample covariance can be achieved by using the shrinkage method from empirical Bayes. The basic idea is to shrink the mean vector and the covariance matrix toward a plausible value (e.g. overall average for all stocks, overall market mean and covariance, that of minimal variance portfolios, etc.) Of course, by using the shrinkage we introduce some bias. But hopefully it leads to small variance and thus a

reduction in the overall estimation error. Alternatively, one can use Bayesian methods to add extra subjective information by put some prior distributions on mean vector and covariances, as in the Black-Litterman approach. Both approaches will be discussed later.

There is another method, which is to put constraints on the portfolio weights so that it may not be too unreasonable. Imposing constraints on the portfolio weights such as no short selling restrictions and upper bounds, may sometimes prove useful to reduce out-of-sample volatility of the investor‘s optimal portfolio. Of course, whenever investors constrain their choices, they should realize that, while looking for an optimal asset allocation, they are trading off risk and return.

Indeed, Jagannathan and Ma (£003) analytically investigate the role of no short selling and other constraints, such that

rs ≤ rs , rs ≤ 0.

up

They show that constructing a constrained minimum variance portfolio is equiv- alent to construct a unconstrained minimum variance portfolio from a different covariance matrix C˜

. Σ . Σ

C˜ = C ‡ 61T ‡ 16T — Z1T ‡ 1ZT ,

where 6 and Z are Langrange multipliers for the upper bound and lower bound, respectively, such that

Zs, 6s ≤ 0,

6s = 0, if rs c rup¡ Zs = 0 if rs > 0.

s

The matrix C˜ is symmetric and semidefinite positive, so that it can be effectively interpreted as a covariance matrix.

Therefore, imposing no shorting selling constrains is equivalent to reduce its covariance byZs ‡ Zj, j = fi, ..., N and its variance by £Zs. Hence, we will have smaller estimated covariance and reduce the sampling error by imposing the no-short sales constraints.

Finally in practice many people use resampling procedure, which means resampling the historical data to compute optimal weights for each resampling data set, and then compute the average optimal weights. However, there are serious pitfalls in the portfolio resampling procedure, as it has almost no decision theoretic foundation, and it is just another heuristic. In particular, as pointed out by Kan and Zhou (£00F) and Michaud (fi999, £000) all re-sampled portfolios inherit the same estimation error from the original data, and averaging may not help much.

HWK Problem.

fi. Let Efi,..., En be random samples from an exponetial distribution with rate Z. Derive the posterior distribution of the Bayesian estimator Z^, if the prior distribution of Z is Gamma (α, Ø) with density

Øo o fi

F(α)

e—ØZZ — .