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服务网格架构通用技术能力要求

1. 范围

本标准规定了服务网格架构的技术规范和能力要求，适用于指导云服务商及企业用户在建设服务网格产品中的技术规范，同时该标准规范了服务网格架构的评估方法。该标准内容包括五个方面：一是服务网格控制层面的技术能力，主要描述针对服务网格框架的控制面板（control plane）相关的技术和规范和要求；二是服务网格数据层面的技术能力，主要描述针对服务网格框架的数据面板（data plane）相关的技术和规范和要求；三是安全方面，针对服务网格架构进行安全方面的技术规范和要求；四是服务网格的服务能力，主要描述服务网格维护所依赖的运维功能；五是性能方面，主要描述服务网格产品的性能要求。

本标准对服务网格架构服务能力进行分级，分为基础级、增强级。

本标准同时适用于公有云服务和私有云软件产品，即面向公共用户提供公有云服务和私有云环境下的软件产品或解决方案；依据交付形式的差异，本标准针对不同的使用场景，其技术指标要求略有不同。

1. 术语和定义

下列术语和定义适用于本文件。

* 1. 服务网格（Service Mesh）

服务网格是一个独立的基础设施层,用于处理服务间的通信。云原生应用有着复杂的服务拓扑，服务网格保证请求可以在这些拓扑中可靠地穿梭。服务网格将服务的通信及相应的管理功能从业务中分离并下沉到基础设施层。在实际应用当中，服务网格通常是由一系列对应用透明的网络代理组成的，作为和服务对等的代理服务。每个服务加上代理组成了网格状的应用系统。第二代服务网格新增的控制面板能够实现对流量、安全性、可视性进行统一的管理。

* 1. 数据面板（Data Panel）

服务网格数据面板的实现方式为服务代理，通过接收控制面发送的路由与控制信息来定向转发或处理数据。数据面板由一系列对应用透明的代理组成，现阶段的代理主要以边车容器或虚机形式实现。每个应用实例都有自己专属的代理，网络流量在到达应用实例之前都会经过该代理。数据面板负责接收系统中每一个请求，提供服务发现，健康检查，路由，负载均衡，保证服务认证/授权，以及监控的功能等。

* 1. 控制面板（Control Panel）

服务网格的控制面板为正在网格中运行的数据面板提供策略和配置，不直接接收系统中的业务流量。第二代服务网格新增的控制面板，能够确保以集中控制的方式，在整个组织中实现对流量的统一管理。服务网格通过其控制面板提供对服务间调用的控制，最终实现组成其数据面板的代理的配置。

1. 服务网格参考模型

控制面板统管安全性、可视性、路由规则等，向数据面板下发配置信息与路由规则，并收集数据面板的代理中的度量监控数据。数据面板通过接收控制面板发送的路由策略与控制信息来定向转发或处理数据。

控制面板

应用服务

数据面板

服务代理

图1：服务网格参考模型

1. 服务网格能力分级

服务网格能力分级划分为基础级和增强级。各级别对应的具体能力要求见第5-9章。各级别服务能力如下：

--基础级：实现服务间通信等基本服务网格流量控制能力，实现集中式管理等增强服务网格治理能力，实现多集群的统一流量管理；

--增强级：在基础级能力上，实现多种基础设施下的统一治理，实现多云混合云的统一流量管理。

1. 控制层面技术能力要求
   1. 流量管理

描述：所有的单机代理组件通过和控制面板交互进行网络拓扑策略的更新和单机数据的上报。

基础级：

--支持多云多集群的统一管理：单一网格实例可管理不同环境下多个集群，实现跨集群跨区域流量统一管理；

--支持灾备；

--支持南北向流量管理：

--支持东西向流量管理。

增强级：

--支持多云混合云应用流量统一管理；

--支持多种基础设施应用的统一管理：拉平不同基础设施上的应用管理，比如容器应用和虚拟机应用间的流量管理，适合容器化上云的平滑迁移场景。

* 1. 多租户管理

描述：实现租户管理、租户数据的隔离存储，解决租户之间的隔离/共享。租户的概念不止局限于集群的用户，它可以包含为一组计算，网络，存储等资源组成的工作负载集合。而在多租户场景中，需要对不同的租户提供尽可能的安全隔离，以最大程度的避免恶意租户对其他租户的攻击，同时需要保证租户之间公平地分配共享集群资源。在这种场景下，各租户只能看到自身的集群资源，包括计算资源、逻辑资源、应用资源等，其它租户创建的集群资源不可见，代理只能从控制端同步到本租户的配置和服务信息。

基础级：

--单控制面单网格：每个租户都有自己的一个控制平面和一个服务网格；

--单控制面多集群网格：每个租户一个网格，集群管理员控制和监控整个控制面以及所有网格，租户管理员只能控制特定的网格；

--每个租户的权限管理。

* 1. 集中监控

描述：负责收集代理上采集的度量数据、处理查询到的服务发现数据。

--协助数据面的业务告警；

--支持无入侵全链路跟踪、应用拓扑、访问日志；

--规则配置。

* 1. 配置数据管理

描述：负责服务发现，路由分流，熔断限流等配置数据的管理和下发，以及配置全系统的认证和授权。

--支持配置灰度下发；

--支持按需配置。

* 1. 任务调度

描述：代理的注入和生命周期管理。服务通过调度系统运行在设备上，调度器负责将一个服务连同它的代理绑定在一起。

基础级：

--当调度器启动或停止服务实例时，将服务的生命状态报告给服务发现系统。

增强级：

--服务代理可兼容不同的虚拟化和容器平台，实现纳管传统部署在虚拟机上的微服务。

* 1. 可扩展性

描述：可对控制面板能力进行了扩展和增强。

--端口监听；

--链路层可扩展；

--协议层可扩展；

--多注册中心支持。

1. 数据层面技术能力要求
   1. 服务接入

描述：服务在启动后自动提供自身的元数据以被请求方发现的能力。

--多服务注册中心配置：同时连接多个不同注册中心；

--多协议支持；

--支持服务自动注册模式；

--动态配置（第三方注册模式）：支持第三方配置中心接入。

* 1. 服务发现

描述：获取已运行的服务及其元数据的能力。数据面代理需要在所有的前后端服务实例中，找出哪些是可用的。服务网格的服务发现机制对应用是无侵入，客户端通过目标服务标识名称的访问方式，需要域名解析能力的支持。

基础级：

--DNS 选型：集中式；

--支持服务节点在注册中心被增加或剔除后，能自动感知；

--支持在10秒以内发现服务状态变化。

增强级：

-- DNS 选型：分布式。

* 1. 服务网关

描述：为客户端提供统一的服务接入，承载南北向流量治理并提供认证鉴权、动态路由、协议转换、服务自动发现等公共功能。

--支持服务发现，负载均衡的能力；

--提供认证鉴权；

--提供流量控制，故障隔离的能力或接口；

--支持服务路由的功能；

--支持API管理的功能；

--支持黑白名单，安全策略，降级等功能或接口。

* 1. 流量治理

描述：承载网格中东西向流量治理，根据预置路由策略将请求转发到服务代理，为服务之间的调用提供流量控制以保障核心业务的可用。

--提供智能路由：实现流量控制；

--实现服务间API调用；

--动态拦截流量；

--支持流量切换；

--协助执行蓝绿部署：在不中断任何服务类型的情况下，安全地推送新的应用升级；

--提供负载均衡：网格中对服务实例进行选择；

--配置超时；

--请求失败后重试；

--熔断机制（容错限流）；

--分布式限流。

* 1. 灰度发布策略

描述：灰度发布是指在黑与白之间，能够平滑过渡的一种发布方式。将功能特性按照控制规则逐步扩大发布范围，以保证在初始灰度期，就可以发现、调整问题，从而控制发布影响范围。

--AB两版流量切换便利；

--提供集中化控制：简化灰度发布的实现流程、降低变更成本、加快产品发布的进度。

* 1. 健康检查

描述：服务本身提供自身运行状态的能力。

--服务发现的前端服务实例是否健康并且可以接受网络通信；

--对后端服务主动健康检查；

--健康检查方式。

* 1. 故障注入

描述：故障注入是一种可靠性验证技术，通过向微服务应用注入故障模拟策略，观察应用程序是否能够处理故障。一般有两种类型的故障：延迟和中止，使用服务网格接口的流量分割API注入应用程序故障。

--中断注入；

--超时注入。

* 1. 可观测性

描述：收集代理的时序数据并集中展示，方便理解分布式通信流，快速定位链路故障以及展示网格间拓扑关系，为分布式系统提高可视性。

--支持Metrics度量统计数据；

--支持链路追踪：埋点，上报；

--支持Logging日志信息和分布式操作记录数据。

* 1. 可扩展性

描述：可对数据面板能力进行了扩展和增强，支持私有协议和自定义报文格式的扩展。

--多协议适配；

--多报文通讯适配。

1. 安全能力要求

描述：基于底层IT基础设施层的安全机制，本标准仅对服务网格涉及到的开发和运营时做出具体的安全能力要求。为了确保网络中流量交互的安全性，服务网格提供了基于策略的身份验证，可以在两个服务之间建立双向的TLS配置，加密服务间流量，以实现服务之间的安全加密通信，和最终用户的身份验证。

* 1. 通信加密

描述：为了确保网络中流交互的安全性，服务网格提供基于策略的身份验证，对于服务间的流量进行加密处理，起到数据保护的功能。

--使用相互传输层安全协议(mTLS)，在两个服务之间建立双向的TLS配置；

--对于访问的请求，访问者需要使用mTLS或者其他方法加密验证；

--支持国密加密。

* 1. 证书和授权

描述：为每个服务生成证书，并透明地管理这些证书的分发、轮换和撤销。有了这些功能，服务可以彼此进行身份验证并实现适当的访问控制。

--密钥/证书定期轮换。

* 1. 集中账号管理

描述：创建用户、添加**资源**和配置策略

--包括用户账号管理和资源账号管理；

--用户的身份验证。

* 1. 集中权限管理

描述：确保以集中控制的方式，在整个组织中实现细粒度的访问控制。

--访问控制和强制执行最小特权级别；

--通过账号管控和权限组管理，实现人员与资产的权限管理；

--能够细粒度地划分不同角色的权限，控制用户对服务器的访问。

* 1. 集中安全审计

描述：对所有运维操作进行审计、监控、控制和历史回放可追溯，对多台资源进行一站式管理和实时记录审计。

--符合“网络安全法”等法律法规，满足合规性规范审查要求；

--满足《萨班斯法案》和《等级保护》系列文件中的技术审计要求；

--满足金融监管部门的技术审计要求；

--满足各类法令法规对运维审计的要求。

* 1. 安全警报

描述：一旦捕获，度量(metrics)和日志(logs)将由服务网格的控制面板收集并传递给后端所选择的监控工具。

--支持用户配置报警规则；

--实时显示微服务集群及实例的健康状态；

--支持服务CPU、内存、网络、磁盘等基础指标。

1. 服务能力要求
   1. 维护

描述：网格平台具备维护能力,提供高质量并且不间断的服务，例如在系统的运行过程中,系统的重配置及资源的维护与更新。服务网格框架属于平台底座，由平台专家团队提供维护；开发人员可以更专注于业务应用而非基础设施运维。

--方便安装，卸载，平滑升级；

--代理独立升级能力：框架扩展升级方面，框架管理面及数据面代理升级用户无感知，不影响业务；

--代理有独立的健康检查。

* 1. 故障隔离

描述：协助切断故障服务，治理逻辑故障不会影响业务进程。

--策略隔离；

--手动隔离。

1. 性能要求

描述：服务网格由于内部实现机制的不同或在不同通信协议下，性能有所差异，在统一环境下，通过固定的服务网格应用验证平台性能指标。性能可参考以下指标：

* 1. 时延

描述：一般是指从客户端发送请求到接收响应的整体耗时，包括：请求的网络耗时，请求在服务端的处理耗时以及响应的网络耗时。

--要求小于5ms。

* 1. 网络跳数

描述：服务间调用的跳数。

--要求小于2跳。

* 1. 网络规模

描述：网格能够管理的实例个数。

* 1. 连接数

描述：并发连接数是指代理（sidecar）对其业务信息流的处理能力,是代理能够同时处理的点对点连接的最大数目,它反映出代理对多个连接的访问控制能力和连接状态跟踪能力。

--控制面支持多少sidecar并发连接数；

--数据面/控制面支持多少稳态下的连接。