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# Introduction

Ticketwave is a ticket management system designed to provide users with an efficient way to browse events, book tickets, and manage their bookings. The platform supports multiple user roles such as regular users, sales managers, and administrators. The backend is developed using Spring Boot, the frontend uses React, and MySQL serves as the database. This architecture adheres to SOLID principles to ensure maintainability, scalability, and flexibility for future enhancements.

# System Context Diagram (C1)
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## Key Actors and External Systems:

* **User (Person):** Interacts with the system to browse events, book tickets, and manage bookings.
* **Sales Manager (Person):** Creates and manages event listings, and tracks ticket sales.
* **Admin (Person):** Manages users, roles, and event approvals.
* **Email/Notification System (External System):** Sends booking confirmations, updates, and reminders to users.

## Interactions:

* **Users** interact with the system through a frontend interface to browse events, book tickets, and manage their profiles.
* **Sales Managers** interact with the system to manage events and monitor sales.
* **Admins** oversee user management and event approvals.
* **The Email System** receives booking confirmations and notifications related to bookings, and event updates, from the system and sends them to users.

# Containers and tech choices (C2)
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## Containers

* **Frontend (React Application)**:
* Provides the main user interface for users, sales managers, and administrators to interact with the system, and communicates with the backend via RESTful APIs.
* **React** was selected for the frontend because of its **component-based architecture**, which encourages reusability and separation of concerns:
* **KISS (Keep It Simple, Stupid)** is applied as React helps keep the UI code simple and reusable, allowing quick updates to individual components without affecting the whole system.
* **Backend (Spring Boot Application)**:
* Processes API requests from the frontend, manages business logic (such as ticket booking and event management), ensures role-based access control, and communicates with the database for CRUD operations and the email system for notifications.
* **Spring Boot** was chosen because it provides a **modular, layered architecture** that aligns with **SOLID principles**:
* It supports **dependency injection**, making it easy to follow the **Single Responsibility Principle (SRP)** by breaking the application into manageable layers (controllers, services, repositories).
* Spring Boot simplifies **REST API** creation, testing, and security through its built-in tools.
* **MySQL Database**:
* Manages persistent data storage for users, events, and tickets.
* **MySQL** was chosen for the database because of its reliability and strong support for **transactional integrity**:
* MySQL integrates seamlessly with **Spring Boot JPA**, which helps implement persistence layers while reducing boilerplate code, adhering to the **DRY (Don't Repeat Yourself)** principle.
* **Email/Notification System**
* Sends booking confirmations and event-related updates to users via email.

# Components (C3)
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## Components

* **Controller Layer**: Contains the REST controllers that handle HTTP requests from the frontend. Controllers validate the incoming data and pass it to the appropriate service for processing.
  + Example: *TicketController* handles ticket-specific requests like ticket booking, viewing, and cancellations*.*
* **Service Layer**: Implements the business logic for different entities (User, Event, Ticket) and interacts with repositories to manage data.
  + Example: *TicketServiceImpl* handles business logic for ticket bookings, cancellations, and viewing.
* **Repository Layer**: Manages communication with the database, implements CRUD operations and interacts with the database to retrieve or store entity data.
  + Example: *TicketRepositoryImpl* handles the persistence and retrieval of ticket data from the database, ensuring all ticket-related actions are stored or retrieved correctly.
* **Mapper Layer**: Transform data between DTOs (Data Transfer Objects) and Domain Entities. This ensures that data is appropriately structured when moving between layers, especially between the service and controller layers.
  + Example: *TicketMapper* transforms ticket-related DTOs into ticket domain entities and vice versa.
* **Domain Layer**: Represents the core business entities in the system, such as User, Event, and Ticket. These entities are managed by the service and repository layers.
* **Configuration Layer**: Manages application-wide settings, such as security (authentication and authorization), CORS configurations, database initialization, and global exception handling. It ensures that the application operates securely and that system-wide configurations are properly applied.
  + Example: *WebConfig* manages CORS settings to ensure that the frontend can communicate with the backend.

## Design Principles

* **SOLID Principles:**
  + **Single Responsibility Principle (SRP)**: Each class/component has a well-defined responsibility. For instance, TicketController only handles API requests related to ticket management, while TicketServiceImpl handles the business logic for ticket-related operations.
  + **Open/Closed Principle (OCP)**: The system is open for extension but closed for modification. For example, new controllers or services can be added without altering existing functionality.
  + **Interface Segregation Principle (ISP)**: Interfaces such as TicketService and TicketRepository ensure that components only expose what is necessary for their responsibilities, adhering to the principle of not forcing unnecessary dependencies.
  + **Dependency Inversion Principle (DIP)**: The controllers depend on abstractions (interfaces) instead of concrete implementations. For example, TicketController interacts with the TicketService interface, allowing for flexibility and easy testing.
* **KISS (Keep It Simple, Stupid):**
  + The architecture avoids unnecessary complexity. Each layer has a clearly defined responsibility, keeping the design simple and focused.
* **DRY (Don’t Repeat Yourself):**

Business logic is centralized in the service layer to avoid duplication. Mappers are used to standardize conversions between DTOs and domain models.
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* **Frontend → EventController:** This is for simplicity and separation of concerns.
* **EventController → EventService:** This keeps the controller lightweight and reusable, following the **Single Responsibility Principle (SRP)**. It allows the business logic to evolve independently of the controller logic.
* **EventService → EventServiceImpl:** This keeps the business logic separate from data handling, allowing changes in business rules without impacting database access. It also ensures that testing the business logic is easier since repositories can be mocked.
* **EventServiceImpl → EventRepository:** The **Dependency Inversion Principle (DIP)** is applied here. By using an interface, the service layer is decoupled from specific repository implementations, making the application more flexible and testable.
* **EventRepository → EventRepositoryImpl:** This adds an abstraction that allows transformations (via **EventMapper**) and business-specific persistence logic. For example, if we decide to switch from JPA to another persistence framework, we only need to modify the repository implementation.
* **EventRepositoryImpl → EventDBRepository → EventEntity → Database:** By delegating to the JPA repository, we leverage **Spring Data JPA's** built-in capabilities, such as reduced boilerplate code and transactional integrity. Keeping the **EventEntity** as a middle layer ensures database interactions remain consistent and encapsulated.
* **EventMapper:** This ensures a clean separation between database models and application logic, preventing database-specific details from leaking into the service or controller layers. It also centralizes transformation logic, adhering to the **DRY (Don't Repeat Yourself)** principle.
* **Why Not Simpler (e.g., Direct JPA Calls in Service)?**
* **Flexibility**: This structure allows the system to evolve. If business-specific persistence logic or a new database is needed, changes are isolated to the repository layer without impacting the service or controller layers.
* **Testability**: The additional layers make it easy to mock specific parts, like repositories or services, during unit testing.
* **Separation of Concerns**: Direct calls from service to JPA would tightly couple the service layer to the persistence mechanism, violating **DIP** and making future changes harder.
* **Reusability**: The **EventRepositoryImpl** adds flexibility for reusable business-specific database logic, ensuring better maintainability.
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* + **Developer's Machine**
* **Role**: The source of all code commits.
* **Action**: Developers write and commit code changes, pushing them to the GitLab repository.
* **Context**: Acts as the entry point of the CI/CD process. Each commit triggers the pipeline on the GitLab server.
  + **GitLab Server**
* **Role**: Manages repositories and orchestrates the CI/CD process.
* **Action**:
  + Stores the project's source code.
  + Triggers the pipeline as defined in the .gitlab-ci.yml file when a commit is pushed.
* **Context**: Acts as the bridge between the developer's machine and the pipeline runner.
  + **CI/CD Runner**
* **Role**: Executes the pipeline stages defined in the .gitlab-ci.yml file.
* **Stages**:
  + **Build Stage**:
    - **Action**: Compiles the application and packages it into a JAR file.
    - **Artifact**: Outputs the build artifact (JAR file) to be used in subsequent stages.
    - **Context**: Ensures the application can be successfully built.
  + **Test Stage**:
    - **Action**: Runs unit tests, generates test coverage reports (Jacoco).
    - **Artifact**: Test reports and coverage reports for later analysis.
    - **Context**: Verifies the correctness and stability of the application.
  + **Code Quality Stage**:
    - **Action**: Sends test reports and source code to the SonarQube instance.
    - **Context**: Analyzes the code for potential issues, such as security vulnerabilities or code smells, ensuring high-quality code.
  + **Build Docker Image Stage**:
    - **Action**: Uses the generated JAR file to create a Docker image.
    - **Context**: Prepares the application for containerized deployment.
  + **SonarQube Instance**
* **Role**: A standalone tool for static code analysis.
* **Action**:
  + Analyzes source code and test reports for:
    - Code smells
    - Security vulnerabilities
    - Maintainability issues
  + Generates a detailed quality report.
* **Context**: Ensures only high-quality, maintainable, and secure code progresses to the next stages.