INTRODUCTION TO PROBABILITY USING R

BEING A SHORT TRAINING PRESENTED AT OFFA R USERS GROUP MEETING ON 13TH FEBRUARY, 2024 AT STATISTICAL LABORATORY, STATISTICS DEPARTMENT, THE FEDERAL POLYTECHNIC OFFA, NIGERIA BY UDOKANG, ANIETIE EDEM (OGANIZER, ORUG) CHIF LECTURER, STATISTICS DEPARTMENT,THE FEDERAL POLYTECHNIC OFFA, NIGERIA

#Introduction This topic is carefully chosen because of the important of probability in Statistics, most especially when it has to do with inferential Statistics. We deal with probability in many fields of Statistics such as Econometrics, Time Series, Biostatistics, Medical Statistics, Sampling Theory, Inference and Business Statistics. Welcome on board as we discuss the elementary part of Statistics that has to do with the Concepts of Probability. Before then, let’s get ourselves familiar with R Software. #What is R? R is a free statistical software created by statisticians Ross Ihaka and Robert Gentleman and supported by R Core Team and the R Foundation for Statistical Computing. #Where can I Find R? Visit: <https://cran.r-project.org/> Follow the instructions for free download and install in your system. Display of the R Console (A Tool to type command and see the result of the command)

#What is Probability? Probability can be defined as a quantity from 0 to 1used to measure the likelihood or the chance of an event occurring. #Two Approaches of Probability \*Classical Approach -This probability approach assumes equally likely outcomes based on prior knowledge.

\*Relative Frequency – This approach is based on observed occurrences over a large number of trials. Formula P(A) = n(A)/n(S) Or P(A) = f/n Where P(A) = number of event A n(S) = number all possible events = sample space f = frequency of a sub group n = Total frequency of all the groups = sample size

##llustrative Examples (R-4.4.0) #Example 1 (Classical Approach) An unbiased coin has two sides Head (H) and Tail (T). This implies that each side has an equal chance of occurrence when toss or flip. What is the probability of having a head when the coin is tossed once?

outcomes <- c("Head", "Tail")  
total\_outcomes <- length(outcomes)  
total\_outcomes

## [1] 2

head.outcome <- length(outcomes[outcomes == "Head"])  
head.outcome

## [1] 1

prob.head <- head.outcome / total\_outcomes  
prob.head

## [1] 0.5

#Example 2 (Classical Approach) Consider a situation that an unbiased coin is tossed twice or two of the coins are tossed twice. The sample space is HH, HT, TH and TT. What is the probability of having two heads?

outcomes <- c("HH", "HT", "TH", "TT")  
total\_outcomes <- length(outcomes)  
total\_outcomes

## [1] 4

head.outcomes <- length(outcomes[outcomes == "HH"])  
head.outcomes

## [1] 1

prob.head <- head.outcomes / total\_outcomes  
prob.head

## [1] 0.25

#Example 3 (Relative Frequency Approach) The scores and grades students in an examination are 75 (A), 75 (A), 70 (AB), 70 (AB), 70 (AB), 70 (AB), 70(AB), 66(B), 66 (B) and 66(B). What is the probability of a student having AB in the examination? There are ten students in the sample space, out which three have AB.

grades <- c("A", "A", "AB", "AB","AB","AB","AB","B","B","B")  
total.grades <- length(grades)  
total.grades

## [1] 10

AB.grades <- length(grades[grades == "AB"])  
AB.grades

## [1] 5

prob.AB <- AB.grades / total.grades  
prob.AB

## [1] 0.5

We can as well put up a frequency distribution table and get the probabilities of 75 (A), AB (70) and B (66).

Score<-c(75,75,70,70,70,70,70,66,66,66)  
factor(Score)

## [1] 75 75 70 70 70 70 70 66 66 66  
## Levels: 66 70 75

table(Score)

## Score  
## 66 70 75   
## 3 5 2

prop.table(table(Score))

## Score  
## 66 70 75   
## 0.3 0.5 0.2

#Probability Properties with Illustrations and Examples 1. 0<P(A)<1, where A is an event. 2. P(A) = 1 – P(AI), where AI is the complement of A.

1. P(Φ) = 0, where Φ is the null or empty set.
2. P(S) = 1, where S is the sample space. ##Illustrative Examples of the properties Let a set S be a sample space with all integers from 1 to 10 inclusive. Then S = {1,2,3,4,5,6,7,8,9,10} Let A be all the elements in S less than 5. A = {1,2,3,4,} Let B be all the elements in S more than 4. B = {5,6,7,8,9,10} This example will be use to explain properties 1 to 4. #Property 1 0<P(A)<1 Property one will be seen while illustrating propertie 2to 3. #Property 2 P(A) = 1 – P(AI) R Code (the step by step codes are written to aid in the illustration)

S <- c(1,2,3,4,5,6,7,8,9,10)  
A<- c(1,2,3,4)  
B<- c(5,6,7,8,9,10)  
A.Complement=res <- S[is.na(pmatch(S,A))]  
A.Complement

## [1] 5 6 7 8 9 10

length(S)

## [1] 10

length(A)

## [1] 4

length(A.Complement)

## [1] 6

prob.A <- sum(length(A)) / length(S)  
prob.A

## [1] 0.4

prob.A.Complement <- sum(length(A.Complement)) / length(S)  
prob.A.Complement

## [1] 0.6

prob.A=1- prob.A.Complement   
prob.A

## [1] 0.4

##Property 3 P(Φ) = 0 In the example let’s find the intersection between A and B with its probability.

S <- c(1,2,3,4,5,6,7,8,9,10)  
length(S)

## [1] 10

A<-c(1,2,3,4)  
B<-c(5,6,7,8,9,10)  
phi=intersect(A, B)  
length(phi)

## [1] 0

prob\_to\_find <- c(phi)  
prob.phi<- sum(length(phi)) / length(S)  
prob.phi

## [1] 0

#Property 4 P(S) = 1

S <- c(1,2,3,4,5,6,7,8,9,10)  
length(S)

## [1] 10

prob.S <- sum(length(S)) / length(S)  
prob.S

## [1] 1

#Rules or Laws of Probability An extension to the properties above are addition, multiplication and conditional laws of probability. ##Addition Law of Probability If A, B and C are subsets of S, then *1.P(A U B) = P(A) + P(B) if A and B are independent events also P(A U C) = P(A) + P(C) if A and C are independent events.* 2.P(A U B) = P(A) + P(B) – P(A ∩ B) if A and B are dependent events. \*3.P(A U B U C) = P(A) + P(B) + P(C) - P(A∩B) – P(A∩C) – P(B∩C) + P(A∩B∩C) if A, B and C are dependent events. #Illustrative Example Set theory will be used to explain the laws of probability laws. Let’s consider a sample space S with only three sets A and B. Let S = {21,43, 22,35,50,60,20,45, 48, 57,64,67,82,33,44,80,90} A = {21,43,22,50,48,,57,80} B = {22,35,60,20,45,64,67,82,33,44} C ={22,43,50,45,82,33,82,60,90} What is the probability of AUB? P(AUB) = n(AUB)/n(S) P(A) = n(A)/n(S) P(B) = n(B)/n(S) P(A ∩ B) = n(A ∩ B)/n(S)

S <- c(21,43, 22,35,50,60,20,45, 48, 57,64,67,82,33,44,80,90)  
length(S)

## [1] 17

A<-c(21,43,22,50,48,57,80)  
length(A)

## [1] 7

prob.A<- sum(length(A)) / length(S)  
 prob.A

## [1] 0.4117647

B<-c(22,35,60,20,45,64,67,82,33,44)  
length(B)

## [1] 10

prob.B<- sum(length(B)) / length(S)  
 prob.B

## [1] 0.5882353

AUB=union(A,B)  
AUB

## [1] 21 43 22 50 48 57 80 35 60 20 45 64 67 82 33 44

length(AUB)

## [1] 16

prob.AUB<- sum(length(AUB)) / length(S)  
prob.AUB

## [1] 0.9411765

AB=intersect(A, B)  
AB

## [1] 22

length(AB)

## [1] 1

prob\_to\_find <- c(AB)  
prob.AB<- sum(length(AB)) / length(S)  
prob.AB

## [1] 0.05882353

# Lets cross check the result of P(AUB)

prob.AUB = 0.4117647+ 0.5882353- 0.05882353  
prob.AUB

## [1] 0.9411765

Venn Diagram

library(VennDiagram)

## Loading required package: grid

## Loading required package: futile.logger

grid.newpage()   
draw.pairwise.venn(area1=7, area2=10,cross.area=1,   
category=c("A","B"),fill=c("Green","Blue"))

![](data:image/png;base64,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)

## (polygon[GRID.polygon.1], polygon[GRID.polygon.2], polygon[GRID.polygon.3], polygon[GRID.polygon.4], text[GRID.text.5], text[GRID.text.6], text[GRID.text.7], text[GRID.text.8], text[GRID.text.9])

###Try P(AUBUC) #Multiplication Law of Probability If A and B are subsets of S, then *1.P(A ∩ B) = P(A). P(B) if A and B are independent events* 2.P (A ∩ B) = P(A).P(B/A) if A and B are dependent events

Illustrative Example Let’s consider in a football field there are 100 footballs of two colours of 30 ash and 70 blue. Let A represents ash colour footballs B represents blue colour footballs S represents ash and blue colour footballs If two footballs are selected for training, one after the other with replacement, what is the probability that the first is ash and the second blue? P(ash colour football) = P(A) = n(A)/n(S) P(blue colour football) = P(B) = n(B)/n(S) P(first ash and second blue) = P(A and B) = P(AB) = P(A ∩ B) = P(A). P(B) [since the process of selection is with replacement] #Let S represent all the football #Let A represent ash colour football #Let B represent blue colour football

n.S=100  
n.A=30  
n.B=70  
n.B=70  
 prob.A=n.A/n.S  
 prob.A

## [1] 0.3

prob.B=n.B/n.S  
 prob.B

## [1] 0.7

prb.AB=prob.A\*prob.B  
 prb.AB

## [1] 0.21

#What is the probability that the first is ash and the second blue if the process of selection is without replacement? P(blue given that it was ash) = P(B/A) = n(B)/(n(S)-1) P(first ash and second blue) = P(A and B) = P(AB) = P(A ∩ B) = P(A). P(B/A) [since the process of selection is without replacement]

prob.A=n.A/n.S  
prob.A

## [1] 0.3

prob.BgivenA=n.B/(n.S-1)  
prob.BgivenA

## [1] 0.7070707

prb.AB=prob.A\*prob.BgivenA  
prb.AB

## [1] 0.2121212

#Conditional Law of Probability This probability explains how to get the probability of having an event base on the fact that another event occurred.

##Probability of event A given that B has occurred.

P(A/B)=P(AB)/P(B)

#Illustrative Example Let’s consider the illustration in addition law of probability using sets. Let’s consider a sample space S with only three sets A and B. Let S = {21,43, 22,35,50,60,20,45, 48, 57,64,67,82,33,44,80,90} A = {21,43,22,50,48,,57,80} B = {22,35,60,20,45,64,67,82,33,44} C ={22,43,50,45,82,33,82,60,90} What is the probability of P(A/B)?

S <- c(21,43, 22,35,50,60,20,45, 48, 57,64,67,82,33,44,80,90)  
length(S)

## [1] 17

A<-c(21,43,22,50,48,57,80)  
length(A)

## [1] 7

prob.A<- sum(length(A)) / length(S)  
 prob.A

## [1] 0.4117647

B<-c(22,35,60,20,45,64,67,82,33,44)  
length(B)

## [1] 10

prob.B<- sum(length(B)) / length(S)  
 prob.B

## [1] 0.5882353

AB=intersect(A,B)  
AB

## [1] 22

length(AB)

## [1] 1

prob.AB<- sum(length(AB)) / length(S)  
prob.AB

## [1] 0.05882353

prob.AgivenB= prob.AB/prob.B  
prob.AgivenB

## [1] 0.1

#We have come to the end of the training today. The Offa-R-Users-Group (ORUG) is a place to learn and share knowledge in the use of R. I wish to see you next time. If you are a guest, find time to register as a member to actualize your goal in using R. The ORUG (<https://www.meetup.com/fedpofa-r-users-group/> ) is sponsored by R Consortium and AniKem\_Consult. For any Enquiry Contact the Organizer (WhatsApp: +2349030912602, email: [anietieeu@yahoo.com](mailto:anietieeu@yahoo.com))

#THANK YOU FOR PARTICIPATING IN THIS EVENT