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1. Q1

* 1a.
* library(ISLR)
* ## Warning: package 'ISLR' was built under R version 3.2.2
* attach(Default)  
   set.seed(2)  
   glm.fit=glm(default~income+balance, family=binomial)
* 1b.
* train=sample(10000,6000)  
   train\_default=(Default[train,])  
   test\_default=(Default[-train,])  
   glm.fit=glm(default~income+balance, train\_default,family=binomial)  
   glm.probs=predict(glm.fit,test\_default,type="response")  
   glm.pred=rep("No",4000)  
   glm.pred[glm.probs>0.5]="Yes"  
   table(glm.pred,test\_default$default)
* ##   
  ## glm.pred No Yes  
  ## No 3852 95  
  ## Yes 14 39
* print(paste0("Error rate = ", mean(glm.pred!=test\_default$default)\*100,"%"))
* ## [1] "Error rate = 2.725%"
* 1c.
* train=sample(10000,5000)  
   train\_default=(Default[train,])  
   test\_default=(Default[-train,])  
   glm.fit=glm(default~income+balance, train\_default,family=binomial)  
   glm.probs=predict(glm.fit,test\_default,type="response")  
   glm.pred=rep("No",5000)  
   glm.pred[glm.probs>0.5]="Yes"  
   table(glm.pred,test\_default$default)
* ##   
  ## glm.pred No Yes  
  ## No 4823 105  
  ## Yes 21 51
* print(paste0("Error rate = ", mean(glm.pred!=test\_default$default)\*100,"%"))
* ## [1] "Error rate = 2.52%"
* train=sample(10000,500)  
   train\_default=(Default[train,])  
   test\_default=(Default[-train,])  
   glm.fit=glm(default~income+balance, train\_default,family=binomial)  
   glm.probs=predict(glm.fit,test\_default,type="response")  
   glm.pred=rep("No",9500)  
   glm.pred[glm.probs>0.5]="Yes"  
   table(glm.pred,test\_default$default)
* ##   
  ## glm.pred No Yes  
  ## No 9141 223  
  ## Yes 45 91
* print(paste0("Error rate = ", mean(glm.pred!=test\_default$default)\*100,"%"))
* ## [1] "Error rate = 2.82105263157895%"
* train=sample(10000,8000)  
   train\_default=(Default[train,])  
   test\_default=(Default[-train,])  
   glm.fit=glm(default~income+balance, train\_default,family=binomial)  
   glm.probs=predict(glm.fit,test\_default,type="response")  
   glm.pred=rep("No",2000)  
   glm.pred[glm.probs>0.5]="Yes"  
   table(glm.pred,test\_default$default)
* ##   
  ## glm.pred No Yes  
  ## No 1937 31  
  ## Yes 8 24
* print(paste0("Error rate = ", mean(glm.pred!=test\_default$default)\*100,"%"))
* ## [1] "Error rate = 1.95%"
  + Fairly low error rates are observed even when using only 5% of given data for training the model. Logistic regression captures the underlying distribution well and is able to predict with a good accuracy.
* 1d.
* train=sample(10000,5000)  
  train\_default=(Default[train,])  
  test\_default=(Default[-train,])  
  glm.fit=glm(default~income+balance+student, train\_default,family=binomial)  
  glm.probs=predict(glm.fit,test\_default,type="response")  
  glm.pred=rep("No",5000)  
  glm.pred[glm.probs>0.5]="Yes"  
  table(glm.pred,test\_default$default)
* ##   
  ## glm.pred No Yes  
  ## No 4814 108  
  ## Yes 23 55
* print(paste0("Error rate = ", mean(glm.pred!=test\_default$default)\*100,"%"))
* ## [1] "Error rate = 2.62%"
  + Adding Student does not seem to a significant impact in reducing the test error.

# Q2

* 2a.
* set.seed(1)  
   glm.fit=glm(default~income+balance,Default,family=binomial)  
   summary(glm.fit)
* ##   
  ## Call:  
  ## glm(formula = default ~ income + balance, family = binomial,   
  ## data = Default)  
  ##   
  ## Deviance Residuals:   
  ## Min 1Q Median 3Q Max   
  ## -2.4725 -0.1444 -0.0574 -0.0211 3.7245   
  ##   
  ## Coefficients:  
  ## Estimate Std. Error z value Pr(>|z|)   
  ## (Intercept) -1.154e+01 4.348e-01 -26.545 < 2e-16 \*\*\*  
  ## income 2.081e-05 4.985e-06 4.174 2.99e-05 \*\*\*  
  ## balance 5.647e-03 2.274e-04 24.836 < 2e-16 \*\*\*  
  ## ---  
  ## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  ##   
  ## (Dispersion parameter for binomial family taken to be 1)  
  ##   
  ## Null deviance: 2920.6 on 9999 degrees of freedom  
  ## Residual deviance: 1579.0 on 9997 degrees of freedom  
  ## AIC: 1585  
  ##   
  ## Number of Fisher Scoring iterations: 8
* 2b.
* boot.fn =function(data, index){  
  train\_data=data[index,]  
  glm.fit=glm(default~income+balance,train\_data,family=binomial)  
  return(glm.fit$coefficients)  
  }
* 2c.
* library(boot)
* ## Warning: package 'boot' was built under R version 3.2.2
* boot(data=Default, statistic = boot.fn, R=1000)
* ##   
  ## ORDINARY NONPARAMETRIC BOOTSTRAP  
  ##   
  ##   
  ## Call:  
  ## boot(data = Default, statistic = boot.fn, R = 1000)  
  ##   
  ##   
  ## Bootstrap Statistics :  
  ## original bias std. error  
  ## t1\* -1.154047e+01 -8.008379e-03 4.239273e-01  
  ## t2\* 2.080898e-05 5.870933e-08 4.582525e-06  
  ## t3\* 5.647103e-03 2.299970e-06 2.267955e-04
* #change R=1000 for final submission; copy value of R=100 for reference.
* original bias std. error
* t1\* -1.154047e+01 -8.008379e-03 4.239273e-01 t2\* 2.080898e-05 5.870933e-08 4.582525e-06 t3\* 5.647103e-03 2.299970e-06 2.267955e-04
* 2d.
  + The standard error estimate for the coefficient ie. income and balance are same/very close (3 and 4 significant digits for R=1000) to the estimates we got from logistic regression.

# Q3

* 3a.
* set.seed(1)  
   y=rnorm(100)  
   x=rnorm(100)  
   y=x-2\*x^2+rnorm(100)
  + n=100; p=2
  + where is random noise that is normally distributed with mean of 0 and std deviation of 1
* 3b.
* plot(x,y)
* ![](data:image/png;base64,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)
  + There is non-linear(quadratic) relation between x and y. x has values between -2 and 2.4 and y hass between -8.7 and 2.6
* 3c.
  + i
* xydat=data.frame(y,x)  
    
   set.seed(1)  
   glm.fit=glm(y~x, data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 5.890979
  + ii
* glm.fit=glm(y~poly(x,2), data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 1.086596
  + iii
* glm.fit=glm(y~poly(x,3), data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 1.102585
  + iv
* glm.fit=glm(y~poly(x,4), data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 1.114772
* 3d.
* set.seed(2)  
   glm.fit=glm(y~x, data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 5.890979
* glm.fit=glm(y~poly(x,2), data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 1.086596
* glm.fit=glm(y~poly(x,3), data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 1.102585
* glm.fit=glm(y~poly(x,4), data=xydat)  
   cv.err=cv.glm(xydat,glm.fit)  
   cv.err$delta[1]
* ## [1] 1.114772
  + Yes, the results are same as in part 3c. This is expected because we are running LOOCV on the full set of data and in both cases all 'n-1' subsets are evaluated.
* 3e. Quadratic model has the lowet error (1.0866). This is expected because true model is quadratic as well.
* 3f.
* summary(glm.fit)
* ##   
  ## Call:  
  ## glm(formula = y ~ poly(x, 4), data = xydat)  
  ##   
  ## Deviance Residuals:   
  ## Min 1Q Median 3Q Max   
  ## -2.8914 -0.5244 0.0749 0.5932 2.7796   
  ##   
  ## Coefficients:  
  ## Estimate Std. Error t value Pr(>|t|)   
  ## (Intercept) -1.8277 0.1041 -17.549 <2e-16 \*\*\*  
  ## poly(x, 4)1 2.3164 1.0415 2.224 0.0285 \*   
  ## poly(x, 4)2 -21.0586 1.0415 -20.220 <2e-16 \*\*\*  
  ## poly(x, 4)3 -0.3048 1.0415 -0.293 0.7704   
  ## poly(x, 4)4 -0.4926 1.0415 -0.473 0.6373   
  ## ---  
  ## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  ##   
  ## (Dispersion parameter for gaussian family taken to be 1.084654)  
  ##   
  ## Null deviance: 552.21 on 99 degrees of freedom  
  ## Residual deviance: 103.04 on 95 degrees of freedom  
  ## AIC: 298.78  
  ##   
  ## Number of Fisher Scoring iterations: 2
  + In all trials in Part(c), the t-value for the coefficients of linear and quadratic terms are high (and p values are <0.05) indicating that they fit with least error. Yes these align with LOOCV as we found the lowest error in the quadratic model.

# Q4

* 4a.
* library(MASS)  
   attach(Boston)  
   set.seed(1)  
   mean(medv)
* ## [1] 22.53281
* 4b.
* sd(medv)/sqrt(length(medv))
* ## [1] 0.4088611
* 4c.
* set.seed(1)  
  boot.fn2 = function(inputdata,index){  
  Boston\_temp=inputdata[index,]  
  return (mean(Boston\_temp$medv))  
   }  
    
   boot(data=Boston, statistic = boot.fn2, R=1000)
* ##   
  ## ORDINARY NONPARAMETRIC BOOTSTRAP  
  ##   
  ##   
  ## Call:  
  ## boot(data = Boston, statistic = boot.fn2, R = 1000)  
  ##   
  ##   
  ## Bootstrap Statistics :  
  ## original bias std. error  
  ## t1\* 22.53281 0.008517589 0.4119374
  + Standard Error of Mean from (b) was 0.409 and answer from bootstrap is 0.412. So the answer are very close (within 0.003) to each other
* 4d.
* t.test(Boston$medv)
* ##   
  ## One Sample t-test  
  ##   
  ## data: Boston$medv  
  ## t = 55.111, df = 505, p-value < 2.2e-16  
  ## alternative hypothesis: true mean is not equal to 0  
  ## 95 percent confidence interval:  
  ## 21.72953 23.33608  
  ## sample estimates:  
  ## mean of x   
  ## 22.53281
* print(paste0("95% confidence from t.test is between 21.729 and 23.336"))
* ## [1] "95% confidence from t.test is between 21.729 and 23.336"
* print(paste0("95% confidence interval from Bootstrap is between ", 22.532-2\*0.412," and ", 22.532+2\*0.412))
* ## [1] "95% confidence interval from Bootstrap is between 21.708 and 23.356"
  + The values for the 95% confidence intervals are fairly close; same to 3 significant digits
* 4e.
* median(medv)
* ## [1] 21.2
* 4f.
* set.seed(1)  
  bootmedian.fn = function(inputdata,index){  
  Boston\_temp=inputdata[index,]  
  return (median(Boston\_temp$medv))  
   }  
    
  boot(data=Boston, statistic = bootmedian.fn, R=1000)
* ##   
  ## ORDINARY NONPARAMETRIC BOOTSTRAP  
  ##   
  ##   
  ## Call:  
  ## boot(data = Boston, statistic = bootmedian.fn, R = 1000)  
  ##   
  ##   
  ## Bootstrap Statistics :  
  ## original bias std. error  
  ## t1\* 21.2 -0.01615 0.3801002
  + Using bootstrap to get standar error of median gives a value of 0.380 which is very small. With 95% confidence we can say that the true median is between 21.86 and 20.34
* 4g.
* quantile(medv,c(0.1))
* ## 10%   
  ## 12.75
* 4h
* set.seed(1)  
  boot\_1Quantile.fn = function(inputdata,index){  
  Boston\_temp=inputdata[index,]  
  return (quantile(Boston\_temp$medv,c(0.1)))  
   }  
    
  boot(data=Boston, statistic = boot\_1Quantile.fn, R=1000)
* ##   
  ## ORDINARY NONPARAMETRIC BOOTSTRAP  
  ##   
  ##   
  ## Call:  
  ## boot(data = Boston, statistic = boot\_1Quantile.fn, R = 1000)  
  ##   
  ##   
  ## Bootstrap Statistics :  
  ## original bias std. error  
  ## t1\* 12.75 0.01005 0.505056
  + Using bootstrap to get standard error of 10th percentile gives a value of 0.505 which is very small. With 95% confidence we can say that the true 10th percentile is between 11.74 and 13.76

# Q5

* 5.1
* set.seed(1)  
   library(boot)  
   attach(USArrests)  
   boot\_pca.fn = function(input, index){  
   temp\_input=input[index,]  
   pca\_set=prcomp(temp\_input, center= TRUE, scale=TRUE)  
   pca\_var=pca\_set$sdev^2  
   prop\_Var=(pca\_var[1]+pca\_var[2])/sum(pca\_var)  
   return(prop\_Var)  
   }  
    
   bstrap= boot(data=USArrests, statistic = boot\_pca.fn, R=1000)  
   hist(bstrap$t)
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* 5.2 Standard Error=0.0213
* print(paste0("95% confidence interval for proportion of variance explained by first 2 components is ", 0.8675-2\*0.0213," and ", 0.8675+2\*0.0213, " or between 82.5% to 91.1%"))
* ## [1] "95% confidence interval for proportion of variance explained by first 2 components is 0.8249 and 0.9101 or between 82.5% to 91.1%"
* 5.3
* boot\_pca2.fn = function(input, index){  
   temp\_input=input[index,]  
   pca\_set=prcomp(temp\_input,center=TRUE, scale=TRUE)  
   pca\_pc1=pca\_set$rotation[,1]  
   return(pca\_pc1)  
  }  
    
  boot(data=USArrests, statistic = boot\_pca2.fn, R=1000)
* ##   
  ## ORDINARY NONPARAMETRIC BOOTSTRAP  
  ##   
  ##   
  ## Call:  
  ## boot(data = USArrests, statistic = boot\_pca2.fn, R = 1000)  
  ##   
  ##   
  ## Bootstrap Statistics :  
  ## original bias std. error  
  ## t1\* -0.5358995 0.5751711 0.5367148  
  ## t2\* -0.5831836 0.6253797 0.5812652  
  ## t3\* -0.2781909 0.2922925 0.2851274  
  ## t4\* -0.5434321 0.5817628 0.5373784
  + This is problmatic because the loadings can be +ve or -ve i.e there can be 180 degree variation direction of the principal component. This change in direction does not impact the variance of the data, but when sampling 1000 times, the -ve and +ve loading muddle the findings for mean principal component.
* 5.4
* runbstrap=function(inp\_data){  
   boot\_pca3.fn = function(input, index){  
   temp\_input=input[index,]  
   pca\_set=prcomp(temp\_input,center=TRUE, scale=TRUE)  
   ind=which.max(abs(pca\_set$rotation[,1]))  
   v=sign(pca\_set$rotation[ind,1])  
   pca\_signpc1=v\*pca\_set$rotation[,1]  
   return(pca\_signpc1)  
   }  
    
   bstrap=boot(data=inp\_data, statistic = boot\_pca3.fn, R=1000)  
    
   boxplot(bstrap$t)  
   }
* 5.5
* runbstrap(USArrests)
* ![](data:image/png;base64,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)
* 5.6
  + The function given in 5.4 finds the sign of the largest coefficient (i,e the variable that has most impact on the principal component) and changes direction of the principal component by 180 deg if the largest loading is -ve. This relies on the assumption that changing the direction of the principal component by 180 deg does impact the variance of data projected to that principal component.
  + Large absolute loadings indicate that the variable has a strong impact on that principal component. As we go towards lower/less important principal components, the absolute value of loadings is expected to decrease and hence the swings of the component across zero due to changing direction of principal component would have minimal impact in bootstrap. Hence it would not help much to improve the estimates for principal components beyond the first few.