To what extent do Large Language Models Know?

# Introduction

Large Language Model (LLM) is an instance of foundation model that are applied specifically to text and text-like things. LLMs such as Open AI’s, GPT series, and BERT has been a breakthrough in pushing the boundaries up to which the machines can accomplish with language. “LLMs are generative mathematical models of the statistical distribution of tokens in the vast public corpus of human generated text, where the tokens in question include words, parts of words, or individual characters including punctuation marks” (Shanahan, 2023, p. 2). These models are trained on data that are unlabelled and self-supervised which means that the model learns from patterns in data that produce a generalised and adaptive output which is slightly different from the ways human learn. “Accordingly, we ask: in what sense can GPT-4 (and similar models) be said to have knowledge? The answer to this question extends far beyond the capabilities of a particular AI chatbot, with implications for cognitive science, neuroscience, philosophy, and AI” (Yildirim & Paul, 2024, p. 1).

However, in this paper, we are trying to formulate information from different studies to define “knowledge” in the context of LLM. We are particularly focussing on the transformer model like GPT 4 as a representation of current LLM to describe the extent to which it knows as compared to human knowledge. We also discuss the limitations and biases in training data that hinders the true knowledge capabilities of LLM. In addition to that this paper delve into the concept of illusion as well as model’s ability to detect sarcasm comparing GPT 3.5 and 4 which comes under the broader aspect of contextual understanding. In short, this study discusses some high-level arguments of LLM knowledge to understand the base that affects its capability across multiple domains.

# Defining “Knowledge” in LLM: “Worldly” or “Instrumental”

In the context of LLM, “knowledge” does not necessarily mean the consciousness or understanding as in humans. Instead, it refers to the ability to generate text based on patterns learned during training from a vast corpus of text data. (Clark, 2022) in his study highlights three factors exposure, feedback, and practice as central to the acquisition of language. When LLM is trying to complete a sentence, it is not recalling the fact as we humans do. Instead, it is identifying the most probable way of continuing the sentence based on patterns it has learned during its training. The fundamental knowledge of humans come from the understanding, experience and memory which is what is different when compared to LLM. The models generate text that are statistically consistent with the text it has been trained to and so characterising human-like qualities such as “understanding”, “knowledge”, “belief” or “consciousness” to LLM could be misleading as said by Shanahan (2023, p. 2-3). So, now it is worth discussing the instrumental knowledge of LLM that helps it to produce what it knows than its worldly knowledge. We can understand the instrumental knowledge of an entity in terms of its ability to use an instrument to perform tasks posed for it across relevant domains (Yildirim & Paul, 2024) which is typically what LLMs do on predicting the next sequence of words for various tasks like autocompletion, generalisation etc. “It is perfectly acceptable to say that an LLM “encodes”, “stores”, or “contains” knowledge, in the same sense that an encyclopaedia can be said to encode, store, or contain knowledge. Indeed, it can reasonably be claimed that one emergent property of an LLM is that it encodes kinds of knowledge of the everyday world and the way it works that no encyclopaedia captures.” (Li et al., 2021, cited in Shanahan, 2023, p. 5).

Knowledge is earned from its ability to understand the meaning from the input understanding the contextual aspects. But as already stated in this paper, talking about meaning and understanding in terms of LLM might be sometimes misleading. However, it is important to know to what extend it is grasping the meaning from a given phrase especially does it resemble human’s way of understanding in any means.

## Understanding VS Simulated Understanding

Let’s compare what meaning means to humans’ verses that meant to LLMs. In human context, understanding means grasping mentally the semantic as well as pragmatic layers of communication. It typically comes from the awareness and considering other factors like context, intent, culture as well as emotions that also involves psychology. However, for LLM, it is just generating output based on statistical patterns in the training data. Piantadosi and Hill (2022, p. 1) argued that LLM have already achieved some aspects of meaning but it doesn’t fully capture the way meaning works in cognitive theories as well as in the psychology of language. So, it typically is not understanding but it is simulating understanding.

## Knowledge VS Learning

Knowledge according to humans is an accumulation and combining of information that includes the ability to recall facts, apply these learnings to a new situation and to adapt to it as part of experiences. However, LLMs do not learn from experiences as humans do. They always generate responses based on patterns from the trained data. In terms of contextual output, LLM has its capability of producing contextually relevant output, but this ability is achieved from its statistical correlations rather than an experimental grasp from the situation. LLM might still fail in scenarios where common sense, in depth understanding and ethical considerations (Liyanage & Ranaweera, 2023) are relevant. Their responses are fully dependent on the training data and the algorithms that are involved in its functioning.

Hence, it is almost inferred that although LLMs tends to exhibit worldly nature in terms of knowledge, it is possessing instrumental traits. This invites us to study about their learning based on the training and the biases involved in the training as well as algorithms in these models that hinders it from getting the ultimate capability of knowledge in the upcoming section.

# Training and Algorithmic Biases hinders LLM’s Knowledge

“One of the biggest trends in natural language processing (NLP) has been the increasing size of language models (LMs) as measured by the number of parameters and size of training data” (Bender et al., 2021, p. 610). As we already stated, LLM are being trained from a large corpus of data which can be some petabytes of data from multiple sources like internet. Due to the size of the training data, the probability of certain bias in the underlying data can impact the response that is derived out of it. This is demonstrated in the study conducted by Wen and Younes (2023) evaluating the efficacy of transformer model like Chatgpt 3.5 compared to other fine-tuned language models in media bias detection. In this study ChatGPT is tested for identifying six types of bias, including racial bias, gender bias, cognitive bias, text-level context bias, hate speech, and fake news involving prompt engineering. Although, chatgpt performed good in identifying hate speech and text-level context bias it underperformed in tasks such as gender, racial and cognitive biases that needed more deeper contextual awareness due to the bias in training data that these models were exposed to. When assessing GPT 4 performance in bias, there are certain known risks as it has chances in generating potentially harmful content like planning on attack or hate speeches which can also represent societal bias of the world view that might not be the user’s intent (OpenAI, 2023, p. 2). In addition to its proficiency in multiple areas from translation to content creation, LLMs has its own limitations due to the bias in training data which can skew outputs and continuing its inaccuracies (Bender et al., 2021, p. 615). They also stated that salient identity characteristics and expressions of bias are also can also be reasons that subject to bias or discrimination and so toxicity classifiers would need culturally appropriate training data for each context of audit.

Some methods mitigate this is by fine-tuning as suggested by Shanahan (2023, p. 10-11). The study termed supervised fine tuning using reinforcement learning from human preferences (RLHF) in addressing biases inherent in training data (Glaese et al., 2022; Ouyang et al., 2022; Stiennon et al., 2020 cited in Shanahan, 2023, p. 10). If these biases persist, it can often lead to misinformation being propagated. In addition to that “the algorithmic design choices, such as use of certain optimization functions, regularizations, choices in applying regression models on the data as a whole or considering subgroups, and the general use of statistically biased estimators in algorithms” (Danks et al., 2017, cited in Mehrabi et al., 2019, p. 7), can all contribute to biased algorithmic decisions that leads to biased outcomes for the model. “LLMs can be adapted to perform numerous tasks without further training” (Brown et al., 2020, cited in Shanahan, 2023, p. 4). This is another advancement made which is called prompt engineering. Basically, it is a way of teaching LLM what we want them to do which is a great method to improve the systems output by human intervening through prompts.

The takeaway from this section is that although fine tuning as well as prompt engineering reduces the generation of misleading contents by aligning the model towards human desired output to an extent, it still doesn’t mean that the model has gained real consciousness.

# The Illusion of Knowledge

The illusion of knowledge represents the phenomenon in which these models may falsely appear to display confidence in understanding. I would like to argue that these models are illusional. As already discussed, LLMs generate text based on statistical correlation and patterns from the existing sources through which it is trained upon. But they do not truly make sense of the information. Whenever, we ask LLM about any complex topic either it is related to mathematics, quantum physics, programming or even news or politics, the model happens to produce an output that appears reasonable. This confidence in outputting something that it doesn’t know with at most confidence is one of the factors that limits its usability across various domains like education.

The phenomenon of generating responses with confidence that are factually incorrect can be referred to as hallucination. As said by Ostertag (2023, p. 92), as readers, we tend to assume that a text has been produced in good faith. We therefore tend to trust naturally what it says to be true without any signals to contrary. But this default assumption is misplaced in generated texts and, if unchecked, will let lies and contradictions slip through our fingers. LLMs suffer from hallucinations where Yao and their team found that some non-sense Out-of-Distribution (OoD) prompts composed of random tokens can also elicit the LLMs responding hallucinations (Yao et al., 2023, p. 1). Xu et al. (2024) defined hallucinations as the inconsistencies between a computable LM and a computable ground truth function which is caused by the issues in data including poor quality, misinformation, bias, and outdated knowledge as well as architectural and strategic deficiencies during training and inference stages. There have also been multiple methods employed to mitigate hallucination like retrieval augmentation, prompting techniques like Chain-of-Though and Tree-of-Thought to improve reasoning (Xu et al., 2024, p. 2-3) etc., but still, it is inevitable. Another study by Liu et al. (2024) introduced a benchmark called HALLUCODE for evaluating the performance of code in LLMs to detect hallucination and found that existing model is facing great challenges in recognizing the types of hallucinations. However, it is found that the internal state of LLM knows that it is lying (Azaria & Mitchell, 2023).

On a practical level, it has its varied implications in areas like generating programming code which ideally generate code that gives some output which might look correct but might not have covered all the scenarios. So, we cannot ideally say that LLM models like GPT could replace sites like stack overflow or programmers completely.

# To what extent does LLM’s understand Sarcasm

“LLMs have demonstrated remarkable capability for understanding semantics, but they often struggle with understanding pragmatics” (Sravanthi et al., 2024, p. 1). While the broader scope is to delve into language models’ proficiency in understanding pragmatics, the focus is narrowed to specifically investigate about their capability to detect sarcasm. Sarcasm is a form of figurative communication where the speakers say one thing but tend to mean the opposite, often with humorous or mocking intention. “It’s realm of influence extends beyond the confines of literature, permeating everyday discourse where its role is profound” (Yakura, 2023, p. 1). “For instance, in spontaneous telephonic dialogues, figurative language is employed at an approximate frequency of one word in every 90 words” (Bavelas et al., 2008, cited in Yakura, 2023, p. 1). “Hence, the acquisition of competence in deciphering figurative language is considered a pivotal objective in linguistic development” (Willinger et al., 2017, cited in Yakura, 2023, p. 1). LLMs can generate text that appears sarcastic (Joshi et al., 2015, Alexandru-Costin & Ştefan, 2023, Potamias et al., 2020), but can it really understand sarcasm as we humans do is worth discussing to understand the contextual knowledge of LLMs.

Let’s ask Chatgpt to understand whether it knows what it doesn’t know. I started off by asking it “Do you understand sarcasm? If yes, how do you know? If no, what is that you are lacking when compared to human?”. GPT3.5 as well as GPT4 replied almost equally that “I don't understand sarcasm in the same way humans do. Sarcasm often relies on subtleties in tone, context, and shared cultural understanding, which are aspects of human communication that I don't inherently grasp. While I can detect patterns in language that might indicate sarcasm, I don't truly understand the nuanced social and emotional implications behind it. This is one area where human cognition, with its deep understanding of social cues and context, surpasses mine” (OpenAI, 2023). It was interesting to know that ideally from different articles or communications online by which it is training itself, it has knowledge about what it doesn’t know. Now, instead of asking directly, let us provide a given situation and ask it to interpret, “Let's say you see someone struggling to open a door and you ask them, “Do you want help?” If they reply by saying, “No thanks. I'm really enjoying the challenge” (Betts, 2022), What emotion that person who responded is sharing?”. ChatGpt 3.5 responded that “The person who responded with “No thanks. I'm really enjoying the challenge” is likely expressing determination or a sense of satisfaction in overcoming difficulties. They seem to enjoy the process of tackling challenges and might find fulfilment in solving problems independently”. (OpenAI, 2023). However, when the same analysis was done with GPT4 code, it said, “In this scenario, if someone replies, “No thanks. I'm really enjoying the challenge,” while struggling to open a door, their response is likely sarcastic. The emotion conveyed through sarcasm in this case would be frustration or annoyance, subtly expressed by pretending to enjoy a difficult or inconvenient situation” (OpenAI, 2023). This scenario highlights the evolution in the model’s understanding and interpretation of language from GPT 3.5 to GPT 4, especially sarcasm. However, if we ask the model to categorize a sarcastic sentence from a given conversation to different options that refers to the person’s intent in responding sarcastically like how Yakura (2023, p. 4) did, these models scored very less and categorized it based on positive words in the sentence.

Apart from the detection perspective, the capability of GPT’s generating sarcastic statements tends to utter long sarcastic phrases rather than shorter ones which might be due to model tending to overexplain its sarcasm to make sure that the conversation partner understands its intent and to avoid any such possible misunderstandings (Alexandru-Costin & Ştefan, 2023, p. 1095-1096) which typically tells it doesn’t quite know who is the recipient to which it is communicating or their intents.

Hence, it concludes as Bender and Koller (2020) argued about LLMs that “it cannot capture meaning as they are not semantically grounded, by virtue of the fact that their word embeddings are generated entirely from text. Hence, they cannot identify speakers’ references to objects in the world or recognise communicative intensions” (cited in Lappin, 2023, p.11). This is similar to what Shanahan (2023, p. 5) stated in his study that “it cannot participate fully in the human language game of truth, because it does not inhabit the world, we human language-users share” (Shanahan, 2010, pp. 36–39). “Although the expansion of training datasets and the inference capacity of models nurtures verbal intelligence, it would not inherently translate to an understanding of nuanced human communication such as sarcasm” (Yakura, 2023, p. 2). Even though in this section we focussed on sarcasm alone, it is applicable to the broader aspects of pragmatics when we take LLM’s performance in multiple scenarios as it is also tending to give different answers if we keep on asking the same question.

# Conclusion

In conclusion, the study of “knowledge” in the context of LLM such as GPT 4 has shown both capabilities and limitations. Apart from its substantial abilities in generating contextually appropriate text, its knowledge is limited to mere pattern recognition and statistical coherence of data from which it is trained on without genuine understanding or awareness. Through studies involving analysis of pragmatic expression like sarcasm, this paper highlights how LLM simulate understanding by generating responses that more closely resembles from the learned data but lack deeper learnings that human poses from their experience, interaction, and shared culture. The ability of LLM to adapt to the varied expressions of sarcasm from GPT 3.5 to 4 shows a progress but these models lack in dealing with the pragmatics of language that comes from genuine insights into human emotions and social contexts. Moreover, this discussion points out the potential of these models to perpetuate biases, representing incorrect information and misinterpret fact is extremely challenging. In other words, the hallucinating problem suggest that advanced fine-tuning techniques and efficient prompt engineering is crucial. LLM as per this paper are mere stochastic parrot (Lappin, 2023) mimicking humans but has not able to scale up to human’s level of intelligence. Thus, it is sufficient to use LLM as a tool for generating text based on probability or likelihoods rather than knowledge bearers (Shanahan 2023).
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