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# Introduction

Trauma, defined as the clinical entity composed of the combination of physical injury and the body’s associated responses (1) is a significant public health concern worldwide. It accounts for a substantial portion of morbidity and mortality rates, being the cause of 4.3 million fatalities each year (2). It is the leading cause of death for people aged 18-39 (3). Trauma, and care of patients with traumatic injuries, have long been a significant target point for healthcare improvement programs (4). Multidisciplinary morbidity and mortality conferences form a cornerstone of initiatives dedicated to enhancing the quality of trauma care and consequently, improving patient outcomes (5).

### Opportunities for improvement

Audit filters, a system used to flag abnormal clinical parameters as possible opportunities for improvement (OFI), are applied to determine possible events in patient care that are associated with unfavourable outcomes. The occurrence of such an event triggers a review process, which in turn leads to a meeting of the multidisciplinary review board during mortality and morbidity conferences. An OFI is a consensus decision made during a conference and includes proposals for corrective actions, and when appropriate implementation of corrective measures to address systematic errors and feedback to individual practitioners (6). At mortality and morbidity conferences, representatives from different professions and specialities adjacent to trauma care come together to discuss care provided to a specific patient and compare it to care given under optimal conditions. The findings of such a conference are whether OFI can be found in any given case. Examples of OFI may include lack of resources and management errors (7). The use of audit filters has its drawbacks, being associated with high rates of false positives (8–10).

### Artificial intelligence

In recent years, artificial intelligence (AI) has made great advances, making it an exciting opportunity for the development of more sophisticated prediction models. This opens up a wide field of possible future healthcare applications. Research on AI implementation for clinical use has become commonplace and has already been tried in some clinical contexts, such as aiding in the diagnosis of pathologies through analysis of radiological images (11) as well as epidemiological prediction of disease patterns, an example being during the COVID-19 pandemic (12).

With AI, computing is used to mimic human intelligence, characterized by its ability to learn and reason. Through predictive modelling, AI can be used as a tool to problem solve. Computation has the advantage of analysing great quantities of data in a short time, giving it an edge (11). The primary way to achieve AI is through machine learning (ML), in which statistical modelling is applied to a computer system where it learns from previous data, and thus circumvents human programming. The approach with ML has increasingly been utilized to analyse data and can be used to gain further information from data, such as making predictions of outcomes(13). The ability to improve modelling algorithms with the use of ML thus has the ability to improve said algorithms autonomously, which in turn opens the door for a wide array of applications in healthcare. One such application is to develop more accurate prediction models that can further quality improvement programs.

### AI in trauma care

Following the general trend towards implementation of machine learning models within healthcare, there has been research into possible application within the wider field of trauma care. Previous methods to predict outcomes within trauma, such as Injury severity score (ISS) and Trauma and Injury severity score (TRISS) were developed using much smaller quantities of data than processing allows for these days(14), this has lead some to call their accuracy of prediction into question.(15). There is an implicit heterogeneity to trauma patients, which lends itself well to machine learning modelling, having not only the ability to make predictions based on a greater dataset, but also circumvents problems as it can handle unstructured and non-linear data and account for missing values.(14)

Previous studies have found that delay of treatment along with errors in judgement are the leading causes of mortality in level 1 trauma centres.(16,17) Machine learning has been found to outperform clinical tools for prediction of mortality.(18) Research on morbidity in trauma patients has been less conclusive, and fewer studies have been done on the topic, with most focusing on mortality.(14)

To enhance the precision of the selection process for mortality and morbidity conferences, there have been efforts to introduce trauma mortality prediction models. Nevertheless, the performance of these models has been unsatisfactory, being poor predictors for OFI (9,19). This is likely because these models were originally developed with a focus on predicting mortality rather than morbidity or instances of care failures within the realm of trauma care. Machine learning-based prediction models have been found to outperform conventional methods to predict opportunities for improvement, and the learner XGBoost showed particular promise (20).

### Trauma care in different patient cohorts

Trauma is a wide field with a heterogeneous patient population as well as encompassing an array of different injuries and responding mechanisms of the body to preserve homoeostasis.(21) Trauma cases can be divided into cohorts in different ways, depending on mechanism of injury, damage to the nervous system or response of the body. Not only does the presentation of these patients wary, but management differers both due to severity of injury, as well as type of injury. (22) Thus, clinical judgement is an important component in treatment. As previous studies have not only found that judgement errors are common in OFI, but that the time frame between arrival at the emergency room and diagnostic tests such as CT or corrective procedures like surgery is longer in more critically ill patients (23), the importances to not discriminate against a cohort in a machine learning model is vital in finding OFI for quality improvement across the board. If models are to be implemented in the clinical context in the future, it is important to establish that they perform well across different trauma cohorts.

# Aim

To assess the difference in performance of a machine learning based prediction model for opportunities for improvement in trauma care across different clinical trauma cohorts.

# Methods

### Source of data

We conducted a registry-based study, encompassing all trauma patients enlisted in both the Karolinska University Hospital trauma registry and the trauma care quality database spanning from 2012 to 2022. The trauma registry encompasses approximately 12,000 patients treated from 2012 to 2022. The trauma care quality database in turn is a subset of the trauma registry, including about 6000 patients selected for review in the years 2013-2022.

### Participants

The Karolinska University Hospital in Solna is equivalent to a level 1 trauma centre and manages approximately 1,500 acute trauma patients each year (9,24). The trauma registry comprises all patients admitted to the hospital with trauma team activation, irrespective of their Injury Severity Score (ISS), as well as patients with an ISS exceeding 9. Included in the registry is data on vital signs, injuries, interventions, times, and patient demographics.

All patients reviewed for possible OFI between the years 2013 and 2022 are included in the study, with the exception of patients under the age of 15 due to differing clinical pathways in this subgroup.

### Outcome

The outcome in our study is OFI, as previously defined by Albaaj et. al: “The outcome was the presence of OFI, as decided by the morbidity and mortality conference. An OFI is any failure of care including, but not limited to, any potentially preventable or preventable death, delay in treatment, clinical judgment error, missed diagnosis and technical error as decided by the mortality and morbidity conference. The study outcome is binary with the levels”Yes - At least one OFI identified” and “No - No OFI identified”.”(23)

An OFI is a consensus decision made during a conference and includes proposals for corrective actions. OFI are identified through meetings of the multidisciplinary review board during mortality and morbidity conferences. An OFI is a consensus decision made during a conference and includes proposals for corrective actions. These in turn are recorded in the trauma care quality database. The trauma care quality database also includes data relevant to mortality and morbidity conferences, such as audit filters. The mortality and morbidity conferences at Karolinska University Hospital involve professionals from various specialities within trauma care, including surgery, neurosurgery, orthopaedics, anaesthesia, intensive care, nursing, and radiology. Cases considered for a conference go through multiple rounds of review. Mortality leads to direct inclusion.

Between 2013 and 2017, non-fatal poor outcomes were identified through reviews conducted by a specialized trauma nurse to identify potential OFI. Starting in 2017, the process was formalized, involving an initial review by a specialized trauma nurse along with the application of audit filters. All cases that were flagged either during the initial nurse review or by the audit filters underwent a secondary review conducted by two specialized nurses. If the second review identified potential areas for improvement (OFI), the case was marked for discussion in a multidisciplinary conference.

Figure illustrating process of mortality and morbidity conference at Karolinska University Hospital.

### Predictors

All variables from the trauma registry are considered potential predictors in our analysis. The models have been developed and trained on the data set previous to this study (20). Eight models were included in the original study, all being developed using the Tidymodels framework (25). These include logistic regression (LR), random forest (RF), decision tree (DT), support vector machine with a radial basis kernel (SVM), XGBoost, LightGBM, CatBoost, and k-nearest neighbor (k-NN). In this study, we focused on the model developed using XGBoost, as this model performed the best in the original paper.

Our variables include information spanning the pre-hospital, initial care, and subsequent in-hospital phases, which include initial vital signs, timing, and types of procedures and interventions, duration and level of care, injury details, mechanisms of injury, injury types, and standard demographic information. This array of predictors comprises both continuous and categorical variables, ultimately resulting in the final models utilizing a total of 17 predictors.

### Sample size

All available data was used, with a sample size of 8309 patients. This is due to previously developed prediction models being based on all available data, as well as including all 17 predictors regardless of the learner used for the development of the model.

### Cohorts

The different models’ performance were assessed in the following cohorts(22):

1. Isolated severe TBI: Injury isolated to the area of the brain with AIS > 2 and:
   1. pre-hospital GCS of < 9
   * or
   1. Pre- or in-hospital intubation.
2. Blunt multi-system trauma without TBI: Blunt trauma with AIS > 2 and injuries in at least two of the following AIS body regions: head, face, neck, thorax, abdomen, spine, or upper and lower extremities and no injury to the brain with AIS >2 and:
   1. pre-hospital GCS of < 9
   * or
   1. Pre- or in-hospital intubation.
3. Blunt multi-system trauma with TBI: Blunt trauma with AIS > 2 and injuries in at least two of the following AIS body regions: head, face, neck, thorax, abdomen, spine, or upper and lower extremities and with injury to the brain with AIS >2 and:
   1. pre-hospital GCS of < 9
   * or
   1. Pre- or in-hospital intubation
4. Severe penetrating: At least one AIS > 3 injury in any of the following AIS body regions: neck, thorax, abdomen.
5. Other cohort: Patient does not fall into any of the above.

### Statistical analysis

All statistical analyses were conducted using R. To extract probabilities for each patient case in the dataset, a 10-fold cross-validation strategy was employed, during which predictions for the holdout fold were recorded for each data point. We assessed performance within predefined cohorts and compared it across the different cohorts in terms of discrimination. This comparison was based on the area under the receiver operating characteristic curve (AUC). To estimate the 95% confidence interval for AUC performance, we employed bootstrapping on the extracted probabilities, repeating the process 1000 times. Additionally, an Analysis of Variance (ANOVA) test was conducted to compare differences between cohorts. A significance level of 5% was employed.

### Ethical considerations

The nature of this study is non-invasive. However, handling of registry data constitutes a risk for breach of patients integrity. The registry used in this study does contain personal identification. In order to minimize the risk of breach, patients have been semi-anonymized after collection of data and been assigned a new identification number upon entry into dataset. Due to the nature of the patient population, patients have not consented previous to entry into the registry, thus, there is an opt out principle applied here. This is common with registry data in Sweden, and opens up opportunities for studies in a wide range of fields. In turn, more scientific knowledge has great potential for benefit, both on the societal scale, as well as the individual. Thus, the risk for the individual is comparably small. Further, no individual patients data is presented in the study, mitigating risk of violating personal integrity. The study has been granted ethical permit, with the record number 2021-02541 and 2021-03531.

# Results

### Participants

The Karolinska trauma registry includes 14022 patients, of which 8309 are reviewed for OFI, either through selection by individual review or application of audit filters, as well as an unknown process (n=2). Through this, 7571 patients were selected for the morbidity conference, and 727 patients for the mortality conference.

Among the 8309 patients, the majority (n=5386) (69%) were male, and the mean age was 45 (SD 21). Overall, the mortality in the group was 727 (9%). In the group identified as OFI (n = 512), the mean age was somewhat higher than in the group without OFI (n=7797) (mean 49 vs 45 years). For OFI patients, they were most commonly treated at an intensive care unit (33%), whereas patients without OFI were most commonly treated at a general ward (38%). ISS was also higher for OFI patients (mean: 18, SD:11 vs mean: 12, SD:13). “Respiratory rate” was the most common missing variable at 20% (n=1644), followed by “ED GCS” at 10% (n=866).

Out of 727 deaths reviewed, 41 were found to be preventable or possibly preventable. The remaining 686 patients were thus rendered non-preventable without OFI. Further, out of the 7571 alive patients were included during a morbidity conference, 471 (6%) were identified as cases with OFI.

The biggest cohort in the study was “other cohort” with 6707 (81%) of patients, followed by “blunt multisystem without TBI” at 9% (n=708). These were also the cohorts with the most OFI, making up 64% (n=329) and 23% (n=116) respectively. See table 1 for patient characteristics.

### Main result

We compared the performance of the ML model in the different cohorts with AUC as our performance metric (See table 2). The ML model performed best in the cohort of patients with isolated severe TBI, in which it had an AUC of 0.811 (0.807-0.814), followed by “Other cohort” (AUC 0.761 0.76-0.762). The ML model performed worst in the cohort of patients with blunt multisystem trauma with TBI (AUC 0.696, 0.692-0.701). Figure 2 shows details of the receiver operating curves. The P-value between the different cohorts was 1 x 10 ^-6, meaning that there were significant differences in AUC between cohorts.

# Discussion

We set out to assess the performance of a model based on the machine learner XGBoost’s viability as a tool to aid clinicians in their effort to improve trauma care quality, and specifically how they would perform across different trauma cohorts. We found that there is some variation in the model’s performance between the different cohorts, with “Blunt multisystem without TBI” performing the lowest, despite being the largest clearly defined trauma cohort in the study. The largest group “Other cohorts”, which is made up of cases falling outside of the boundaries for the other formalized cohorts performs the best over all, despite possibly encompassing the largest heterogeneity.

A previous study on the same dataset has found that audit filters, with an AUC of 0.624, are outperformed by ML models when the dataset is not categorised by cohorts.(20) It is unclear how audit filters perform in this context across cohorts as this was outside of the scope the study. Interestingly, the model performed better on the “Isolated severe TBI” cohort in terms of AUC then the best model in the aforementioned study (AUC 0.811 vs 0.789). A 2020 study found similarly good performance of machine learning models in TBI patients looking to predict poor outcomes. (26) This may suggest that some models inclination to perform well in prediction of traumatic brain injury, whereas outcomes linked to other trauma cohorts may be harder to predict.

Overall the model perform well in the prediction of OFI across the cohorts. The application of machine learning models to outcomes within trauma is commonly more widely studied with more straight forward prediction of mortality, rather than the homogeneous reasons that make up the outcome of OFI. (14,27) Therefore, it is hard to make direct comparisons to other studies findings in this case, as they are generally either focused on a outcome far less complex, or not specifically tied to performance in outcomes in a particular cohort.

### Limitations

The study had several limitations. Firstly, the nature of OFI is defined as a binary- variable. However, events leading up to a case being positive for OFI contains a multitude of variables, and can be determined by outcomes ranging from bad documentation to preventable death. Behind these are a diverse set of possible clinical events, which in turn can be determined by different predictors. It has been suggested that data with higher resolution, such as vital signs series rather then single values could be a solution to this. However this comes with a drawback, as the current collection of data is based on the Upstein template (Uniform Reporting of Data following Major Trauma), and as such opens the door to a wider set of application in other contexts. Moving away from this has important implications for external validity of the model. (20)

Secondly, our learner is dependent on the current selection process for OFI, as this makes out the training data and thus makes out the groundwork for what is considered OFI in our dataset. As a consequence, the models are prone to some of the same limitations as the current system of audit filters. The review process is dependent both the individual review of specialized nurses, along with the current set of audit filters, which may not be the optimal parameters for determining OFI. This introduces an inherent bias. The audit filter system favour some types of error, while possibly missing others. At Karolinska University Hospital, the current system is more apt at identifying severe clinical outcomes, such as preventable death, or patient cases with more interventions or longer hospital stays, and flagging them as possible OFI. Higher ISS scores and “Days in hospital” have been found to be predictors of high importance when identifying OFI (23). This in turn introduces possible selection bias, giving a skewed view of errors within the trauma care, and as such not a holistic view of the trauma care quality.

Further, machine learning models are suboptimal when applied to cases with rare events, as they are limited to what they have previously been trained on. This means that not only are they limited when finding OFI in cases with novel predictors or events that lead with error, but the models are also prone to creating a self-reinforcing cycle, making them specialised on finding a set of OFI with accuracy. The current system can circumvent such by the individual review followed by a mortality and morbidity conference. If the model approach to predicting OFI is to be implemented in clinical practice, some other form, either individual review or other form of identification would be needed to supplement the machine learning model to assure prediction previously unknown basis for OFI.

Finally, given that the aim of identifying OFI at mortality and morbidity conferences is the correction of errors within the system of trauma care, with time and implementation of corrective actions, the the scenarios and following this the parameters that predict OFI may change. Inherent to machine learning models is the potential for heavy bias.(14) To mitigate this, a model should be subject to scrutiny of data sets and features selected, and external validation.

### Interpretation

At this point it worth to note that perfect performance of the model was neither expected or the end goal. As previously stated, OFI is a heterogeneous outcome, and comparing a machine learning model to the current system of both quantitative screening and subsequent human reviews is in some ways unfair. The goal in developing a model to perform this analysis is its potential in aiding human efforts, to streamline the selection process for mortality and morbidity conferences. If implemented in a clinical context, it would be less resource intensive and could potentially be adjusted to new clinical patterns in the future that could be associated with OFI.

In this sense, as it stands state of the art machine learning models have immense potential to aid in these types of selection processes. Time and costs are finite resources, and as such, there should always be the question of if they are adequately spent and if there is room for optimisation. This does not only apply to the selection process itself, but also to mortality and morbidity conferences. Therefore, efforts to optimise the selection of possible OFI to be discussed is imperative. With the current selection process resources are spent on discussing cases without OFI as the outcome. To limit the time spent on such cases would be a win.

A recent guideline stresses the need for more consideration of aspects such as usability, trust in algorithm output and human factor human factors to enable implementation of decision systems based on AI into clinical practice. (28) Key barriers to entry for these kinds of model into the medical community remain.

In this study, we set out to investigate the viability of a model based on the machine learner XGBoost across cohorts. The findings suggest that the model does not perform as well across all patient types, and could need further improvement before implementation in selection of cases to be discussed at a conference. This is important from a fairness perspective, as the type of injury should not dictate the opportunity to find and correct errors in clinical practise.

### Further research

Overall, further research is needed to increase performance of the models. Under optimal circumstances, any method to screen for possible OFI should minimise the set of false positives and also capture any true OFI, and as such minimise the clinical cost and time needed for trauma case quality improvement.

It is important to highlight that these findings are based on single a single centre study, and as such only illustrates the situation in Stockholm. To establish a model that has validity in a wider context, further research would have to establish how the performance may differ in a different clinical context, and take a wider set of data and circumstances into account.

Further, men make up a disproportionally large group compared to women when it comes to trauma. Each year, almost twice as many men die due to traumatic injury when compared to women, with the distribution of different types of injury varying by demographic and region (29). Females have been shown to have a higher survival following trauma in higher income countries, whereas those in lower income countries show no difference compared to men. Differences in cell-mediated immune response following haemorrhage, differences in post-traumatic cytokine levels, and potential protective effects of oestrogen have been proposed to be the cause of the disparity between these groups (30). Research on audit filters has found no correlation between audit filters and OFI. (23) It is important, that due to the differences between men and women, that the model for prediction has similar performance in these subgroups, and does not discriminate. For future studies, it will be important to establish that any prediction model implemented in clinical practice performs equally well for both genders.

# Conclusion

State of the art machine learning models show promise for future implementation into a clinical context to predict OFI. Our findings show that although they overall perform well across cohorts, some disparity exists in the models accuracy across different cohorts.
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