# Module 3: Assignment 1

## Maliszewski, Angela

## Model Validation

Deliverable: All of your work for this assignment should be done in an R Markdown document. Knit your document into a Word file and submit the Word file as the deliverable for this assignment.

Libraries: For this assignment you will need the following libraries: tidyverse, lubridate, and tidymodels.

Before beginning the assignment tasks, read-in the “bike\_cleaned.csv” file into a data frame called “bike”. This is the same data that you used in the Module 2 Multiple Linear Regression and Special Issues assignment.

As we did in that assignment you should convert “dteday” from a character variable to a date variable. Convert the remaining character variables to factors. You can do this one variable at a time or use a “mutate\_if”.

Finally, convert the “hr” variable into a factor.

bike <- read\_csv("bike\_cleaned.csv")

## Parsed with column specification:  
## cols(  
## instant = col\_double(),  
## dteday = col\_character(),  
## season = col\_character(),  
## mnth = col\_character(),  
## hr = col\_double(),  
## holiday = col\_character(),  
## weekday = col\_character(),  
## workingday = col\_character(),  
## weathersit = col\_character(),  
## temp = col\_double(),  
## atemp = col\_double(),  
## hum = col\_double(),  
## windspeed = col\_double(),  
## casual = col\_double(),  
## registered = col\_double(),  
## count = col\_double()  
## )

str(bike)

## tibble [17,379 x 16] (S3: spec\_tbl\_df/tbl\_df/tbl/data.frame)  
## $ instant : num [1:17379] 1 2 3 4 5 6 7 8 9 10 ...  
## $ dteday : chr [1:17379] "1/1/2011" "1/1/2011" "1/1/2011" "1/1/2011" ...  
## $ season : chr [1:17379] "Winter" "Winter" "Winter" "Winter" ...  
## $ mnth : chr [1:17379] "Jan" "Jan" "Jan" "Jan" ...  
## $ hr : num [1:17379] 0 1 2 3 4 5 6 7 8 9 ...  
## $ holiday : chr [1:17379] "NotHoliday" "NotHoliday" "NotHoliday" "NotHoliday" ...  
## $ weekday : chr [1:17379] "Saturday" "Saturday" "Saturday" "Saturday" ...  
## $ workingday: chr [1:17379] "NotWorkingDay" "NotWorkingDay" "NotWorkingDay" "NotWorkingDay" ...  
## $ weathersit: chr [1:17379] "NoPrecip" "NoPrecip" "NoPrecip" "NoPrecip" ...  
## $ temp : num [1:17379] 0.24 0.22 0.22 0.24 0.24 0.24 0.22 0.2 0.24 0.32 ...  
## $ atemp : num [1:17379] 0.288 0.273 0.273 0.288 0.288 ...  
## $ hum : num [1:17379] 0.81 0.8 0.8 0.75 0.75 0.75 0.8 0.86 0.75 0.76 ...  
## $ windspeed : num [1:17379] 0 0 0 0 0 0.0896 0 0 0 0 ...  
## $ casual : num [1:17379] 3 8 5 3 0 0 2 1 1 8 ...  
## $ registered: num [1:17379] 13 32 27 10 1 1 0 2 7 6 ...  
## $ count : num [1:17379] 16 40 32 13 1 1 2 3 8 14 ...  
## - attr(\*, "spec")=  
## .. cols(  
## .. instant = col\_double(),  
## .. dteday = col\_character(),  
## .. season = col\_character(),  
## .. mnth = col\_character(),  
## .. hr = col\_double(),  
## .. holiday = col\_character(),  
## .. weekday = col\_character(),  
## .. workingday = col\_character(),  
## .. weathersit = col\_character(),  
## .. temp = col\_double(),  
## .. atemp = col\_double(),  
## .. hum = col\_double(),  
## .. windspeed = col\_double(),  
## .. casual = col\_double(),  
## .. registered = col\_double(),  
## .. count = col\_double()  
## .. )

bike = bike %>% mutate(dteday = mdy(dteday))

bike = bike %>% mutate\_if(is.character,as.factor)

bike$hr<-as.factor(bike$hr)  
str(bike)

## tibble [17,379 x 16] (S3: spec\_tbl\_df/tbl\_df/tbl/data.frame)  
## $ instant : num [1:17379] 1 2 3 4 5 6 7 8 9 10 ...  
## $ dteday : Date[1:17379], format: "2011-01-01" "2011-01-01" ...  
## $ season : Factor w/ 4 levels "Fall","Spring",..: 4 4 4 4 4 4 4 4 4 4 ...  
## $ mnth : Factor w/ 12 levels "Apr","Aug","Dec",..: 5 5 5 5 5 5 5 5 5 5 ...  
## $ hr : Factor w/ 24 levels "0","1","2","3",..: 1 2 3 4 5 6 7 8 9 10 ...  
## $ holiday : Factor w/ 2 levels "Holiday","NotHoliday": 2 2 2 2 2 2 2 2 2 2 ...  
## $ weekday : Factor w/ 7 levels "Friday","Monday",..: 3 3 3 3 3 3 3 3 3 3 ...  
## $ workingday: Factor w/ 2 levels "NotWorkingDay",..: 1 1 1 1 1 1 1 1 1 1 ...  
## $ weathersit: Factor w/ 4 levels "HeavyPrecip",..: 4 4 4 4 4 3 4 4 4 4 ...  
## $ temp : num [1:17379] 0.24 0.22 0.22 0.24 0.24 0.24 0.22 0.2 0.24 0.32 ...  
## $ atemp : num [1:17379] 0.288 0.273 0.273 0.288 0.288 ...  
## $ hum : num [1:17379] 0.81 0.8 0.8 0.75 0.75 0.75 0.8 0.86 0.75 0.76 ...  
## $ windspeed : num [1:17379] 0 0 0 0 0 0.0896 0 0 0 0 ...  
## $ casual : num [1:17379] 3 8 5 3 0 0 2 1 1 8 ...  
## $ registered: num [1:17379] 13 32 27 10 1 1 0 2 7 6 ...  
## $ count : num [1:17379] 16 40 32 13 1 1 2 3 8 14 ...  
## - attr(\*, "spec")=  
## .. cols(  
## .. instant = col\_double(),  
## .. dteday = col\_character(),  
## .. season = col\_character(),  
## .. mnth = col\_character(),  
## .. hr = col\_double(),  
## .. holiday = col\_character(),  
## .. weekday = col\_character(),  
## .. workingday = col\_character(),  
## .. weathersit = col\_character(),  
## .. temp = col\_double(),  
## .. atemp = col\_double(),  
## .. hum = col\_double(),  
## .. windspeed = col\_double(),  
## .. casual = col\_double(),  
## .. registered = col\_double(),  
## .. count = col\_double()  
## .. )

#Task 1: Split the data into training and testing sets. Your training set should have 70% of the data. Use a random number (set.seed) of 1234. Your split should be stratified by the “count” variable.

set.seed(1234)  
bike\_split = initial\_split(bike, prob = 0.70, strata = count)  
train = training(bike\_split)  
test = testing(bike\_split)

#Task 2: How many rows of data are in each set (training and testing)?   
ANSWER: 13,036 rows in the training set and 4,343 rows in the testing set.

#Task 3: Build a linear regression model (using the training set) to predict “count” using the variables “season”, “mnth”, “hr”, “holiday”, and “weekday”, “temp”, and “weathersit”.

Comment on the quality of the model. Be sure to note the Adjusted R-squared value. ANSWER: Adjusted R-Squared is 0.6229 which is decent. The p-value for slope coefficients are significant for the seasons, summer months and all hours of the day indicating they are significant predictors of count. The p-value for slope coefficients are not significant for weather indicating weather is not a significant predictor of count.

bike\_recipe = recipe(count ~ season + mnth + hr + holiday + weekday + temp + weathersit, train) %>%  
 step\_dummy(all\_nominal()) %>% #makes categorical  
 step\_center(all\_predictors()) %>% #centers the predictors  
 step\_scale(all\_predictors()) #scales the predictors

lm\_model =   
 linear\_reg() %>%   
 set\_engine("lm")

lm\_wflow =  
 workflow() %>%  
 add\_model(lm\_model) %>%  
 add\_recipe(bike\_recipe)

lm\_fit = fit(lm\_wflow, train)

summary(lm\_fit$fit$fit$fit)

##   
## Call:  
## stats::lm(formula = ..y ~ ., data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -413.11 -61.65 -10.20 52.16 493.99   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 188.95743 0.97281 194.238 < 2e-16 \*\*\*  
## temp 55.83290 2.27360 24.557 < 2e-16 \*\*\*  
## season\_Spring -11.22585 3.12246 -3.595 0.000325 \*\*\*  
## season\_Summer -13.62697 2.81452 -4.842 1.30e-06 \*\*\*  
## season\_Winter -26.69916 2.62085 -10.187 < 2e-16 \*\*\*  
## mnth\_Aug -5.55531 2.28035 -2.436 0.014857 \*   
## mnth\_Dec -1.28590 2.25701 -0.570 0.568865   
## mnth\_Feb 2.45670 2.16432 1.135 0.256358   
## mnth\_Jan 2.19256 2.26073 0.970 0.332141   
## mnth\_Jul -10.82710 2.31302 -4.681 2.88e-06 \*\*\*  
## mnth\_Jun -4.42159 1.57131 -2.814 0.004901 \*\*   
## mnth\_Mar 3.95464 1.73653 2.277 0.022783 \*   
## mnth\_May 0.03385 1.39465 0.024 0.980638   
## mnth\_Nov -2.73418 2.42310 -1.128 0.259180   
## mnth\_Oct 1.43289 2.39321 0.599 0.549363   
## mnth\_Sep 2.31759 2.11255 1.097 0.272635   
## hr\_X1 -3.51511 1.35168 -2.601 0.009318 \*\*   
## hr\_X2 -4.92587 1.35108 -3.646 0.000268 \*\*\*  
## hr\_X3 -7.23713 1.35222 -5.352 8.85e-08 \*\*\*  
## hr\_X4 -7.75210 1.33785 -5.794 7.01e-09 \*\*\*  
## hr\_X5 -4.63960 1.34701 -3.444 0.000574 \*\*\*  
## hr\_X6 7.07217 1.36506 5.181 2.24e-07 \*\*\*  
## hr\_X7 34.28937 1.35968 25.219 < 2e-16 \*\*\*  
## hr\_X8 61.76220 1.35137 45.703 < 2e-16 \*\*\*  
## hr\_X9 34.32084 1.37026 25.047 < 2e-16 \*\*\*  
## hr\_X10 22.49373 1.35709 16.575 < 2e-16 \*\*\*  
## hr\_X11 28.04106 1.36144 20.597 < 2e-16 \*\*\*  
## hr\_X12 35.48147 1.35297 26.225 < 2e-16 \*\*\*  
## hr\_X13 36.46909 1.36774 26.664 < 2e-16 \*\*\*  
## hr\_X14 33.04659 1.38001 23.947 < 2e-16 \*\*\*  
## hr\_X15 33.47360 1.36802 24.469 < 2e-16 \*\*\*  
## hr\_X16 45.47455 1.37024 33.187 < 2e-16 \*\*\*  
## hr\_X17 77.04941 1.37746 55.936 < 2e-16 \*\*\*  
## hr\_X18 70.45233 1.35922 51.833 < 2e-16 \*\*\*  
## hr\_X19 49.09129 1.36249 36.031 < 2e-16 \*\*\*  
## hr\_X20 31.88322 1.35057 23.607 < 2e-16 \*\*\*  
## hr\_X21 22.32101 1.36261 16.381 < 2e-16 \*\*\*  
## hr\_X22 14.85926 1.36249 10.906 < 2e-16 \*\*\*  
## hr\_X23 6.97465 1.35440 5.150 2.65e-07 \*\*\*  
## holiday\_NotHoliday 4.63306 1.02585 4.516 6.35e-06 \*\*\*  
## weekday\_Monday -3.02126 1.29875 -2.326 0.020018 \*   
## weekday\_Saturday -0.45549 1.27739 -0.357 0.721414   
## weekday\_Sunday -7.04302 1.27548 -5.522 3.42e-08 \*\*\*  
## weekday\_Thursday -1.59975 1.27486 -1.255 0.209557   
## weekday\_Tuesday -2.67683 1.27097 -2.106 0.035212 \*   
## weekday\_Wednesday -1.54779 1.27570 -1.213 0.225043   
## weathersit\_LightPrecip -14.03077 21.72138 -0.646 0.518328   
## weathersit\_Misty 8.99013 34.46960 0.261 0.794241   
## weathersit\_NoPrecip 19.55991 37.32871 0.524 0.600294   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 111.1 on 12987 degrees of freedom  
## Multiple R-squared: 0.6243, Adjusted R-squared: 0.6229   
## F-statistic: 449.6 on 48 and 12987 DF, p-value: < 2.2e-16

#Task 4: Use the predict functions to make predictions (using your model from Task 3) on the training set. Hint: Be sure to store the predictions in an object, perhaps named “predict\_train” or similar.

Develop a histogram of the predictions (Hint: The predictions are likely stored in a variable called “.pred” in your predictions object).

Comment on the distribution of the predictions.   
ANSWER: The histrogram shows the predictions have a bimodal distribution. This makes sense since people tend to rent bikes most frequently during morning and evening commute hours.

predict\_train = predict(lm\_fit,train)

ggplot(predict\_train, aes(x = .pred)) + geom\_histogram()

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAElBMVEUAAAAzMzNNTU1ZWVnr6+v///+IMxJiAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAJx0lEQVR4nO2dgXLbRgwFFab6/1+uHcsKGYvkAfcO0IG7M4nsFE84YE1aajzt7Q6luWUfAMaC4OIguDgILg6Ci4Pg4vgE//cvP//kBGvgeg06D4Tgd2+A4OINEFy8AYKLN0Bw8QYILt4AwcUbILh4AwQXb4Dg4g0QXLwBgos3QHDxBggu3gDBMQ1+rxnRQFWPYF89ghWn0dcjGMFt9QhWnEZfj2AEt9UjWHEafT2CEdxWj2DFafT1CEZwWz2CFafR1yMYwW31CFacRl+PYAS31SNYcRp9PYIR3FaPYMVp9PUIRnBbPYIVp9HXIxjBbfUIVpxGX49gBLfVX1PwW7BZfUyXkI5aJr6Cd68tVYOfXTaCRQ1U9fVu0Qg+CiC4sR7BitO46hF8FEBwYz2CFadx1e+u/reowXEXBEuPj2BjAMH7DfafGMHDjo9gYwDB+w0QjGAEq4+PYGMAwfsNEIxgBKuPj2BjAMH7DRCMYASrj49gYwDB+w0QjGAEq4+PYGOgtOAftm0NEIxgBKuPj2BjAMH7DRCMYASrj49gYwDB+w0QjGAEq4+PYGMAwfsNEIxgBKuPj2BjAMGuJ0PwqOMj2BhAsOvJSglePnk8fj0guJTgT6nP3/78/jSsPo2rHsFHgXbBy48PEVxF8NcF/LhDf3/+64PDr4oo7E4O/ttWyud6KxoEf/2a9gpes//8DsH9E0jr3VfwHcFVBS/rjxBcVTC36OKCv98Az/o+GMEO1Kdx1SP4KIDg3idDsPT4CDYGEOzJI3jY8RFsDFxTsBIES4+PYGMAwQhGMIJVp3HVI/gogGAEIxjBqtO46hF8FEAwghGMYNVpXPXJgjfETGwJIFhKzMSWAIKlxExsCSBYSszElgCCpcRMbAkgWErMxJYAgqXETGwJIFhKzMSWAIKlxExsCSBYSszElgCCpcRMbAkgWErMxJYAgqXETGwJIFhKzMSWAIKlxExsCSBYSszElgCCpcRMbAkgWErMxJYAgqXETGwJ9Al+C7KlrsnexT5cwRJiJrYEECwlZmJLAMFSYia2BBAsJWZiSwDBUmImtgQQLCVmYksAwVJiJrYEECwlZmJLAMFSYia2BBAsJWZiSwDBUmImtgQQLCVmYksAwVJiJrYEJhWcLXKPcRN7AwiWMm5ibwDBUsZN7A0gWMq4ib0BBEsZN7E3gGAp4yb2BhAsZdzE3gCCpYyb2BtAsJRxE3sDCJYybmJvAMFSxk3sDSBYyriJvQEESxk3sTeAYCnjJvYGECxl3MTeAIKljJvYG0CwlHETewMvBd9apatP01yfLXKPcRN7AwiWMm5ib+CF4NsTBFsZN7E3cHQFn6M+TXN9tsg9xk3sDZidIviIcRN7A68Fc4tWIJ3YG3gp+B+zywdfD/e/Dwg+RTqxN9Ak+Pn78nyIF5yty07vxL56u+Dl7wOCLfRO7Ktv+x786g79j+BfH9wDydZlJ3I7p2yv4M2LrK1ZruBmeif21fveJiHYQe/EvnoEh9E7sa++6UUWt2gFvRP76tuv4Ocfbd8AZ70PztZlp3diX73hFv1e/yYrW5ed3ol99QgOo3diXz2Cw+id2FdveJF16hfBh/RO7Kuf9q8Ls3XZ6Z3YV4/gMHon9tUb/j4YwX30Tuyrn/aH7rJ12emd2FeP4DB6J/bVIziM3ol99QgOo3diXz0vssLondhXz9ukMHon9tUjOIzeiX317T+TxS26k96JffW8yAqjd2JfPYLD6J3YV4/gMHon9tUjOIzeiX31vA8Oo3diXz1vk8LondhXj+Aweif21SM4jN6JffUIDqN3Yl89gnNwrwjBc+BeEYLnwL0iBM+Be0UIngP3ihA8B+4VIXgO3CtC8By4V4TgOXCvCMFz4F5RquBIsg11kr0+ruDBuFfELXoO3CtC8By4V4TgOXCvCMFz4F4RgufAvaLKgrOlKHGvCMFz4F4RgufAvSIEz4F7RQieA/eKEDwH7hUheA7cK0LwHLhXhOA5cK8IwXPgXhGC58C9IgTPgXtFCJ4D94oQPAfuFSF4DtwrQvAcuFeE4DlwrwjBc+BeEYLnwL0iBM+HbkPnAQQnoNvQeQDBCeg2dB5AcAK6DZ0HEJyAbkPnAQQnoNvQeQDBCeg2dB5AcAK6DZ0HEJyAbkPnAQQnoNvQeeDtBGcvP4K+DdkCLYKXZXk8LH8/Q7Cfvg3ZAg2Cl9Wv9UcI9tK3IVug5Qr+UrpsdSPYT9+GbAGD4Mcd+lvwrw+OQy6ylx/BgLWdcix4ZZYruJ++DdkC7YLvCB6CeUO2QJPgZfUBgsWYN2QLtAjevHxGsBjzhmyBBsHL9g0w74O1mDdkCzTdondRn+Y/BKtXiuBszBuyBRCcjXlDtgCCszFvyBZAcDbmDdkCCM7GvCFbAMHZmDdkCyA4G/OGbAEEZ2PekC2A4GzMG7IFEJyNeUO2AIKz2V1NW9XZShGcze5q2qrOVorgbHZX01Z1tlIEZ7O7mraqs5UiOJvd1bRVna30HQQnbfZN2F1NW9Xrla4+Q3Ayu6tpq3q90tVnCE5mdzVtVa9XuvoMwcnsS92tQvBMIBh+I7g8CC4OgouD4OIguDgILg6Ci4Pg4iC4OAguDoKLg+DiJAnWkL28GeheMlfwRMRdwQhOAcHFQXBxEFwcBBcHwcVBcHEQXBwEFwfBxUFwcRBcHAQXZwLB2SuaGwQXB8HFQXBxEFwcBBcHwcVBcHEQXBwEFwfBxUFwcRB8Id5HcPYmioLg4iC4OAguDoKLg+DiILg4uYKzp78ACC6OXvCyLAh+H+SCl8cvBL8H4YKzB740UsG/PmgNQTpjbtHnWAPXa9B5IAS/ewMEF2+A4OINogWb3gfrj3+9BuGC16hPo6+fvwGCizdAcPEGCC7eAMHFGyC4eAMEF2+A4OINEFy8QargHwz/C0QaOBsguHgDBBdvgODiDTL/13YQAIKLg+DiILg4CC5Or+DHD/JsH+SMet6Q8w9ucDJBp+DHj+JtH+SMet6Q8y/fzzqmwdkEglv0zIIfzz654KMGCB58/uU+WvDxV1C/4LHn37QYwuDzDxe8jLpFf387R/DJs0/+PXj52UXOSMGDz78syzL0e8BowZureELBAeef+gp+fIFO+z444vzrZ57ufTC8OwguDoKLg+DiILg4CC4Ogl9RaCuFRhFSaCuFRhFSaCuFRjFzu99ut8fj/fPjP8v4fCi0lUKjmHnYfT5+ffL9D4pQaBQza6cvPqlBoVHMbJ3evu7RCK7Dy4sWwXVAcHGeL7Lud15kleO2fpv05w94m1SNS8x+iSF3uMTslxhyh0vMfokhrwyCi4Pg4iC4OAguDoKLg+Di/A9o3SkaKYm1sgAAAABJRU5ErkJggg==)

#Task 5: Determine the R-squared value of the model on the testing set.

Comment on how this value compares to the model’s performance on the training set. ANSWER: Adjusted R-squared is 0.623 on the test data. Adjusted R-Squared is 0.6229 on the train data. The performance between the two data sets is similar indicating the model is not overfitting the data and just as good at predicting outcomes with data not used to build the model as the original model itself.

bike\_recipe\_test = recipe(count ~ season + mnth + hr + holiday + weekday + temp + weathersit, test) %>%  
 step\_dummy(all\_nominal()) %>% #makes categorical  
 step\_center(all\_predictors()) %>% #centers the predictors  
 step\_scale(all\_predictors()) #scales the predictors

lm\_model\_test =   
 linear\_reg() %>%   
 set\_engine("lm")

lm\_wflow\_test =  
 workflow() %>%  
 add\_model(lm\_model\_test) %>%  
 add\_recipe(bike\_recipe\_test)

lm\_fit\_test = fit(lm\_wflow\_test, test)

summary(lm\_fit\_test$fit$fit$fit)

##   
## Call:  
## stats::lm(formula = ..y ~ ., data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -376.81 -64.23 -8.34 51.71 508.12   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 190.98089 1.70420 112.065 < 2e-16 \*\*\*  
## temp 54.48544 3.95112 13.790 < 2e-16 \*\*\*  
## season\_Spring -18.28142 5.62905 -3.248 0.001172 \*\*   
## season\_Summer -27.34322 5.20492 -5.253 1.57e-07 \*\*\*  
## season\_Winter -32.42941 4.72608 -6.862 7.77e-12 \*\*\*  
## mnth\_Aug 0.17197 3.83346 0.045 0.964221   
## mnth\_Dec -6.45880 3.92993 -1.643 0.100355   
## mnth\_Feb 0.77228 3.73741 0.207 0.836304   
## mnth\_Jan 0.17878 4.00267 0.045 0.964376   
## mnth\_Jul -6.67344 4.02536 -1.658 0.097421 .   
## mnth\_Jun 0.05325 2.74128 0.019 0.984503   
## mnth\_Mar 0.63626 3.09457 0.206 0.837109   
## mnth\_May 0.18229 2.41789 0.075 0.939907   
## mnth\_Nov -5.67133 4.30469 -1.317 0.187749   
## mnth\_Oct -2.40625 4.20927 -0.572 0.567585   
## mnth\_Sep 5.06223 3.61027 1.402 0.160935   
## hr\_X1 -3.83540 2.33969 -1.639 0.101229   
## hr\_X2 -6.34968 2.31543 -2.742 0.006126 \*\*   
## hr\_X3 -7.97725 2.26126 -3.528 0.000423 \*\*\*  
## hr\_X4 -8.66114 2.33709 -3.706 0.000213 \*\*\*  
## hr\_X5 -5.96418 2.35752 -2.530 0.011447 \*   
## hr\_X6 5.65950 2.29169 2.470 0.013566 \*   
## hr\_X7 33.16919 2.31811 14.309 < 2e-16 \*\*\*  
## hr\_X8 63.58697 2.34770 27.085 < 2e-16 \*\*\*  
## hr\_X9 28.82286 2.25516 12.781 < 2e-16 \*\*\*  
## hr\_X10 21.87474 2.33422 9.371 < 2e-16 \*\*\*  
## hr\_X11 27.51270 2.34077 11.754 < 2e-16 \*\*\*  
## hr\_X12 37.78983 2.41535 15.646 < 2e-16 \*\*\*  
## hr\_X13 31.82093 2.37982 13.371 < 2e-16 \*\*\*  
## hr\_X14 29.48873 2.34136 12.595 < 2e-16 \*\*\*  
## hr\_X15 35.73592 2.41609 14.791 < 2e-16 \*\*\*  
## hr\_X16 49.15862 2.39667 20.511 < 2e-16 \*\*\*  
## hr\_X17 77.49375 2.33521 33.185 < 2e-16 \*\*\*  
## hr\_X18 70.88053 2.39164 29.637 < 2e-16 \*\*\*  
## hr\_X19 46.34644 2.34130 19.795 < 2e-16 \*\*\*  
## hr\_X20 33.53552 2.38135 14.083 < 2e-16 \*\*\*  
## hr\_X21 21.70748 2.30525 9.417 < 2e-16 \*\*\*  
## hr\_X22 13.64239 2.29628 5.941 3.06e-09 \*\*\*  
## hr\_X23 5.89831 2.33705 2.524 0.011644 \*   
## holiday\_NotHoliday 3.61604 1.81337 1.994 0.046205 \*   
## weekday\_Monday -4.18376 2.30403 -1.816 0.069464 .   
## weekday\_Saturday -1.20260 2.24526 -0.536 0.592250   
## weekday\_Sunday -3.50347 2.25699 -1.552 0.120669   
## weekday\_Thursday -1.01554 2.23587 -0.454 0.649706   
## weekday\_Tuesday -3.49570 2.24818 -1.555 0.120044   
## weekday\_Wednesday -3.04838 2.24442 -1.358 0.174471   
## weathersit\_LightPrecip 14.55577 30.27304 0.481 0.630672   
## weathersit\_Misty 55.29464 50.12550 1.103 0.270035   
## weathersit\_NoPrecip 66.97556 53.76453 1.246 0.212935   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 112.3 on 4294 degrees of freedom  
## Multiple R-squared: 0.6271, Adjusted R-squared: 0.623   
## F-statistic: 150.5 on 48 and 4294 DF, p-value: < 2.2e-16