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**Abstract**

**Introduction:**

**Data:**

**Methods:**

The data from all the sensors have been obtained as text files and as the first step, the data was converted into *panda data frames* which is popular data structure in Python programming language that is used in data analysis. Since the amount of available data was noisy (55836 readings from 7 sensors per year), due to the simultaneous activation of sensors making it difficult to be used without been filtered. Therefore, an empty data frame was defined with *Day, Counter, Status* as fields and allocated 1440 rows corresponding to each minute of a given day (60 min x 24). Then a method was implemented to go through all the data and detect the time points where the patient goes to bed (ABS bed sensor activated), and when the patient wakes us (ABS bed sensor vacated) and used those time points to fill the empty data frame with 1s for time periods of sleeps and 0s when he is awake. This leads to a data set of two classes where 1 represents minutes where the patient is on the bed and 0 represents otherwise.

Also, it was observed that the patient has not been present at home on some days and comes home in an irregular pattern making the sensor readings not interpretable since all the sensors resets at midnight. Therefore, these days were also removed from our analysis. Figure () shows a graphical representation of the status vs the counter for the selected data. To model a classifier that can predict the sleeping behaviour of this patient, the data was first divided in to sets where the odd days are considered as training data and the even days as the test data for validation. Several classifiers were tested with these data to inspect which model performs the best.

Random Forest Classifier:

Out of all the available classifiers nowadays, we used the Random Forest (RF) classifier1 since it is one of the most widely used classifiers and has outperformed other classifiers in many aspects2 3 4. RF is a collection of decision trees where each decision tree within the forests is built with a different bootstrap sample drawn from the original data set and then splitting according to the best split found over a randomly selected subset of features independently at each node. Once the forest is built, the classification can be done by simply aggregating the votes of all trees. There are few hyper parameters that you can tune in RF to improve the test accuracy5. The number of trees(n\_estimators), the maximum depth of the tree (max\_depth), the minimum number of samples required to split an internal node (min\_samples\_split) and the number of features to consider when looking for the best split (max\_features) are some of them.

**Results:**

**Discussion:**
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