
服务器：

SA5112M4  818498931  64G  2*8核  100.200.0.42    admin/J#hwlwKYPTUwlamz 

 CentOS Linux release 7.9.2009 (Core)    192.168.221.107  root/Abcd-1234   

SA5112M4  818465101  64G  2*8核  100.200.0.43    admin/J#hwlwKYPTUwlamz 

 CentOS Linux release 7.9.2009 (Core)    192.168.221.108  root/Abcd-1234

物理网卡：

2: eno1: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq master

cloudbr0 state UP group default qlen 1000

    link/ether 6c:92:bf:a2:cc:24 brd ff:ff:ff:ff:ff:ff

3: eno2: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc mq state

DOWN group default qlen 1000

    link/ether 6c:92:bf:a2:cc:25 brd ff:ff:ff:ff:ff:ff

4: enp7s0f0: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc mq state

DOWN group default qlen 1000

    link/ether 6c:92:bf:68:aa:f0 brd ff:ff:ff:ff:ff:ff

5: enp7s0f1: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc mq state

DOWN group default qlen 1000

    link/ether 6c:92:bf:68:aa:f1 brd ff:ff:ff:ff:ff:ff

接线：

eno1接入交换机1-4口管理网vlan221,eno2接入交换机5-8口trunk口

#交换机配置

erase backup-config

conf t

generate ssh-key

ssh2 server port 22

ssh2 server authentication password

ssh2 server

exit

conf t

interface range  gigaethernet 1/1/1-4
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In the Advanced networking mode, it is most common to have (at least) two physical

interfaces per hypervior-host. We will use the interface eth0 linked to the bridge

‘cloudbr0’ using the untagged (native) VLAN for hypervisor management. Additionally

switchport mode access

switchport access vlan 221

no shutdown

interface range  gigaethernet 1/1/5-8

switchport mode trunk

switchport trunk allowed vlan all

no shutdown

interface range  gigaethernet 1/1/9-12

switchport mode access

switchport access vlan 168

no shutdown

vlan 100

name guest

exit

interface vlan 100

ip address 10.0.0.254 255.255.255.0

no shutdown

interface vlan 221

ip address 192.168.221.254 255.255.255.0

no shutdown

interface vlan 168

ip address 10.168.1.2 255.255.255.0

no shutdown

exit

exit

conf t

#路由器10.168.1.1能连接外网，在交换机配置vlan168使主机可以连接外网，需要给路由器配置

ip route 0.0.0.0/0 10.168.1.1

write backup-config
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we configure the second interface for usage with the bridge ‘cloudbr1’ for public and

guest traffic. This time there are no VLANs applied by us - CloudStack will add the

VLANs as required during actual use.

计算节点配置网络/etc/sysconfig/network-scripts：

[root@management1 network-scripts]# cat ifcfg-eno1

TYPE=Ethernet

PROXY_METHOD=none

BROWSER_ONLY=no

BOOTPROTO=none

DEFROUTE=yes

IPV4_FAILURE_FATAL=no

IPV6INIT=yes

IPV6_AUTOCONF=yes

IPV6_DEFROUTE=yes

IPV6_FAILURE_FATAL=no

IPV6_ADDR_GEN_MODE=stable-privacy

NAME=eno1

UUID=d3685dcb-e326-425b-9a7c-8e4572aa5e52

DEVICE=eno1

ONBOOT=yes

BRIDGE=cloudbr0

[root@management1 network-scripts]# cat ifcfg-eno2

TYPE=Ethernet

PROXY_METHOD=none

BROWSER_ONLY=no

BOOTPROTO=none

DEFROUTE=yes

IPV4_FAILURE_FATAL=no

IPV6INIT=yes

IPV6_AUTOCONF=yes

IPV6_DEFROUTE=yes

IPV6_FAILURE_FATAL=no

IPV6_ADDR_GEN_MODE=stable-privacy

NAME=eno2

UUID=f1e2cb4b-885a-4f62-bea1-8fa9fda3d65c

DEVICE=eno2

ONBOOT=no

BRIDGE=cloudbr1

[root@management1 network-scripts]# cat ifcfg-cloudbr0
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DEVICE=cloudbr0

TYPE=Bridge

ONBOOT=yes

BOOTPROTO=none

IPV6INIT=no

IPV6_AUTOCONF=no

DELAY=5

IPADDR=192.168.221.108

GATEWAY=192.168.221.254

NETMASK=255.255.255.0

STP=yes

[root@management1 network-scripts]# cat ifcfg-cloudbr1

DEVICE=cloudbr1

TYPE=Bridge

ONBOOT=yes

BOOTPROTO=none

IPV6INIT=no

IPV6_AUTOCONF=no

DELAY=5

STP=yes

/etc/sysconfig/modules目录创建文件8021q.modules，cloudstack实际使用vlan时会自动创

/usr/sbin/modinfo -F filename 8021q &>/dev/null

if [ "$?" -eq 0 ]; then

    /usr/sbin/modprobe 8021q

fi
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管理网指定标签cloudbr0

客户网指定标签cloudbr1










