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LHFTEdorisitE, REBBOMBREINSEFHEL, UBERE, FREEE.
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SQL

1 CREATE TABLE example_db.table_hash

2 (

3 k1l BIGINT,

4 k2 LARGEINT,

5 vl VARCHAR(2048) REPLACE,

6 v2 SMALLINT SUM DEFAULT "10"

7))

8 UNIQUE KEY(k1l, k2)

9 DISTRIBUTED BY HASH (kl, k2) BUCKETS 32
10 PROPERTIES(

11 "storage_medium" = "SSD",

12 "storage_cooldown_time" = "2015-06-04 00:00:00"
13 )3

WA LMERFELREE, XNSBXIFABFMESSD LRREN
Nginx

1 storage_cooldown_second

@it alter tableE K partitionf &2k 5 #storage_cooldown_time



Plain Text

1 alter table SET("storage_cooldown_time" = "2022-06-10 00:00:00")
2 alter table modify partition SET("storage_cooldown_time" = "2022-06-10 00:00:0
Oll)

Dynamic partitioni@iZhot partition num3git& Hstorage cooldown time

R ENTIEE Epropertyn] AN AR M partitionZk 5o
Nginx

1 remote_storage_cooldown_time

EE R EXYRYE) M cooldown_second, remoteflhddfEARRIMNEE, AP R T LHIRED
HEA R E. cooldown_secondBRIFZIFARNRERFERAE, LbaNFELR R cooldown,

BRIBVIZIEF R B N — MR,

SQL
1 CREATE RESOURCE "remote_s3"
2 PROPERTIES
3 (
4 "type" = "s3",
5 "s3_endpoint" = "http://bj.s3.com",
6 "s3_region" = "bj",
7 "s3_root_path" = "/path/to/root",
8 "s3_access_key" = "bbb",
9 "s3_secret_key" = "aaaa",
10 "s3_max_connections" = "50",
11 "s3_request_timeout_ms" = "3000",
12 "s3_connection_timeout_ms" = "1000"

13 i


http://bj.s3.com/

Assembly language

O© 0 N o U1 b W N R

10
11
12
13
14
15
16
17
18
19
20

// ZHpartitiontE2NEME:
remote_storage_resource: {resource_name}

remote_storage_time : {}

CREATE TABLE example_db.table_hash

(

k1 BIGINT,

k2 LARGEINT,

vl VARCHAR(2048) REPLACE,

v2 SMALLINT SUM DEFAULT "10"

)

ENGINE=olap

AGGREGATE KEY (k1l, k2)

DISTRIBUTED BY HASH (kl, k2) BUCKETS 32

PROPERTIES(

"storage_medium" = "SSD",

"storage_cooldown_time" = "2015-06-04 00:00:00",
"remote_storage_resource" = '"remote_s3",
"remote_storage_cooldown_time" = "2015-12-04 00:00:00"

);

AP BIERTTFETR, storage_mediumFRIETE AHEE, remote_storage_resource FRIsTE
pray 2 AN

BFR=

: fEM"storage policyAIit:=

B TelE—storage_policy, BILIEEEIBHN/ VN ERH, o] LISELX L AIETE], RS
SS3MEM, tbilendpoint, bucketZ,

sQL

A W N B

(6)]

CREATE RESOURCE "storage_policy_name"

PROPERTIES (

"type"="storage_policy",

"cooldown_datetime" = "2022-06-01", // time when data is transfter to mediu
m

"cooldown_ttl" = 1h, // data is transfter to medium after 1 hour
”53_*”

)5

R E partitionZk 3 {E A storage_policy



Plain Text

1 CREATE TABLE example_db.table_hash

2 (

3 k1l BIGINT,

4 k2 LARGEINT,

5 vl VARCHAR(2048) REPLACE,

6 v2 SMALLINT SUM DEFAULT "1io"

7))

8 UNIQUE KEY(kl, k2)

9 DISTRIBUTED BY HASH (kl, k2) BUCKETS 32
10 PROPERTIES(

11 "storage_medium" = "SSD",

12 "storage_policy" = "storage_policy_name"
13 );

ctEaERAN MXRE=LFERAAN)

1. HF#kikstorage policy, = EF=miztHlESTEIE—EAIABstorage policy, tban®&=xmy
default_storage_policy, &FffiakferIconficE, BAiAstorage policy BIABFABESIMER UL
#NBYIE],

2. flEEstorage policy Al AFRHITREE, RiFcooldown_datetimeFcooldown_ttlE 8, FHEITR
= EHYEH R4k & default_storage_policy BN RIER. KM EREERcopy, MET/RNEHIE
g &k default_storage_policyl AN EH, XiFo] AL Edefault_storage_policyRakskz
&, FRBSEMNEBER.

3. Birak, FErsk, showHIBt{&E,

BESREXAE#HKEE, SIKENMEMSIFMHEEEXM, F—HMHbeEREY, XIFERE—1L,
Plain Text

TabletMeta {
+ StoragePolicyName: storage_policy_name // can not alter

}

StoragePolicy {
CooldownDateTime: //
CooldownHourse: //
S3_*:

O© 0 N O U b W N

}

=
NG)

// be[FEA#Erpc
refreshStoragePolicy()

=
N



E{&REE8Z pr https://github.com/apache/incubator-doris/pull/8808/-

befll], TabletMetaz&i&filstorage_policy_name
Nginx

1 TabletMeta {
2 o+ std::string storage_policy_name;

3 2

XA EIE RS prillist
Pr: https://github.com/apache/incubator-doris/pull/9554/files

Zig:

1. #EXSCIRVEIEESRRE, 1FfESRBEstorage_policyFTFfiE % Rstorage_resource@i@id & F X B,
L E %l create resources
2. Afkistorage_policyHstorage_resourceIhge (beffs) EAFEH, X EWBRIEZILIN

SQL
1 CREATE RESOURCE "test"
2  PROPERTIES(
3 "type"="storage_policy",
4 "cooldown_datetime" = "2022-06-01",
5 "cooldown_ttl" = "1h",
6 "storage_resource" = "my_s3"
70);5
8
9 CREATE RESOURCE "my_s3"
10 PROPERTIES(
11 "type" = "s3",
12 "s3_endpoint" = "http://bj.s3.com",
13 "s3_region" = "bj",
14 "s3_root_path" = "/path/to/root",
15 "s3_access_key" = "bbb",
16 "s3_secret_key" = "aaaa",
17 "s3_max_connections" = "50",
18 "s3_request_timeout_ms" = "3000",
19 "'s3_connection_timeout_ms" = "1000"
20 );

N
=



https://github.com/apache/incubator-doris/pull/8808/
https://github.com/apache/incubator-doris/pull/9554/files
http://bj.s3.com/

beZk#& & storage_policy_namefJ3REXA T :

create table use storage

create policy resouce
map<policy_name,

policy_name

| fe policy_info(s3.

policy cooldown_ttl.
cooldown_date)>

A
1 2
Y
refreshStoragePolicy

tablet meta be — AR ttask ([

Fiery R map)

RER

Baifcooldown@partitionZk3ll, FERRERHLIELHIEMSSDEIHDDTHEE, WREIEEILENE!
S3, EZEIRIFRT, MEERRSIRE—MEIE, RANELRREIErowset, BRIFEREA]

rowset, AILLEBEX{E, FEAELE,




HERARGE— D EERHFANR—RAEBRMN, BMBUEZEESERE: 1. hiEAH— M EIZRMESIEN
%, HBIKRERER, 2HNASR TXMAEBHAEIL1000RB— IR LEHIERIS3; 2.&%
MRIEZEM, MZengnEMREIRER, SalfEd—ENEIRBTIAALIERES, MEIKZEHE
MTFRE—MRIR LEHIERISI. FER2ENER, FILrTLLERAZR2.
T 2401k :
1. BEIgRHEERIABRMRANEIEE S B4 LEFHIS3

a. MRBEBEEBEHRMES, WEF10minEigin)

b. MNREIBEZEHIKRES, WBSHK LEES

c. &1 beLMrowsetid#A—tF, EbHAME=ENR, FFEHIEERMRIRA

d. XERPEIZEE—130minARIE R/ MES HR, #%RE #MESHE
B XN AR AT LA F L ftcompaction, BlcompactionFiE =1 MEMEIAEZTEH
compactionf4E R,

JavaScript
1 StorageEngine::_cooldown_tasks_producer_callback {
2
3
4
5
6 submit_task()
7 %
8
9 class CoolDownTask {
10 TabletSharedPtr _tablet;
11 execute() {
12
13
14
15
16 }
17 3}
18

w17
BHIOK: B0 XHBEFANE BIORKE
1. B LERIS3

2. B Astrowset, XIFERRRED, FRIFLGERE-TBISIBE—MERIIEESS, AIUE
FEBEZIBIP2PIAE, SIANFENARMEIOO%RIER TRE— 1 RIAE LEREE,


https://selectdb.feishu.cn/wiki/wikcnxM8bUhKBF8Ktetw1Pfa40f
https://selectdb.feishu.cn/wiki/wikcnKX46OVwTnb10fMBjcHOYMc

1 class Tablet {

2 cooldown() {
3

4

5

6

7

8 }

9 1}

AT BERENbeBIRRBNE, SR EE—IXHRIRrocksdb EFIEEE, THRESTAAS,
KMEERMAE, HEBEREESI EIEHE,

R
BIEAL
RIRIIEA S HIRER

k7 / compaction

BHHi S BEJREMicompaction, FELtE M rowsetliiES 2A—HBY, A—Ht/&EER, B
FR, AALENHIERAHIE, S 1 PRERNEHEERCcomactionsklg, P EES3HIEIE
compactionZE RN iZe— 3, WAILER “RE ZHRIBEREFcompactionE 2L,

BaicompactionFEflfa, EBRHIBESEMIE, ELZRIAMIFET, BEIBETAREAILUR? BEERER
Yimetarl IEFREL, mRAZEERIXENAER, ZRAIKFERLT, compactionFEELHHiE R
A, UREIGHIBERENZFEREB S ELIE,

JavaScript

1 void StorageEngine::start_delete_unused_rowset() {

2}

FREY
M LR IIBRIA B IR E rowset TS BAIAT, AR A rowset I ERIBREN AT,
XER RN ZR— DA L HHERN cooldownESS,

gl4sClone



SnapshotManager::_create_snapshot_filesf£f T link, E/9doriskVEIERRIZE, FLtHIESD
BEERRASEIRT, "IUARMIRER, WIRMEXMAHcompactionfbhi®, TEHXHRMAIERIR? Bal
HsnapshotEEREBDEE: 1. hdrX, EEERtabletfimetalEE; 2. rowsetXt, BriE@ET
link>k3LM, Brifclonen A= 1. 38K EiFfmake snapshot; 2. T&isnapshot, &#&hdril
rowset#IE 4 ; 3. FEIEME Ztablet, XBEXEAT link,

C++

N B

AgentService.TAgentResult make_snapshot(l:AgentService.TSnapshotRequest snapshot
_request);

const 132 TSNAPSHOT_REQ_VERSION3 = 5;

SnapshotManager: :_create_snapshot_files

o N o U bW

10 EngineCloneTask: :_make_and_download_snapshots
11
12

FEMFRAE,

Bl HpR

BRI~ EEFE2BMIFRtablesk EMIFRBE L Mablet, R —1FMrpc—HRISE, RINEFZ2BMLF
BERSEKLLbeFRs3FRRIERE,



Java

1
2 DropReplicaTask {
3 + boolean -qisEraseTableOrPartition;
4 }
5
6 struct TDropTabletReq {
7 1: required Types.TTabletId tablet_-id
8 2: optional Types.TSchemaHash schema_hash
9 3: optional bool disEraseTableOrPartition
10 }
11
12
13 Catalog::onEraseOlapTable
14 new DropReplicaTask with isEraseTableOrPartition = true
15
16 ReportHandler: :deleteFromBackend
17
18
19
20 void TaskWorkerPool::_drop_tablet_worker_thread_callback()
21
22
23 TabletManager: :start_trash_sweep()
24
25
26
S4B

AR ENR, BMNEREREENITREINL, KTERBFLREWE, S bez@IH
e BERIERISENIR, EitEMbeFaTEGFIMNINIREIWIZLE, NRbeXARE, HIREAS
2? A UERRfRA S Mableth A RULIREIW, EEINX IR —XRE EER R B MG | AREBIER LUSIE
=

T 1RiFfE

FE BE

B (LA 1. SREEEX 1. HREERED
&)



a. Createresource "type" =

"life_cycle"
b. Create table / alter table

property "life_cycle" =
2. SREEESD

3. BB, Ri&Kcooldown, BLE

cooldownHIEIEARSZ 200

RE QA
&)

T GA
&)

“E (3N 1. FERMBLCEES, Hi3S3%a
) 2. FEREHIYEIHERIBIEEX

e 1.

. BEHAEES
. SRR E MR AR E

. rowset7zfi&S3

a. 5s3 @EFH
b. i¥s3 @F1F

. Schema change#%, {#schema_change_lock

EEZIE]

. Compaction#xR, XEBEZEHITHE btablet

modify_rowsetiZ38,

. MEMBIALHER UKk HMBEIZASRIRIE R,

@FFH XBEAT EETEZERMpcREER,
@IEFE cooldownHFEEEXHFELRE Ts3HE
MNZ#F, mEEA—"Trowset metaftiTo

. cloneBlE&Mxizsn, FEES3 LM rowsetREET

R

. BMFECIRZEEE
. BEAMIFRS3 LM rowset

. Schema Changefftft
. ¥¥%KCache

E—HM R BEREHENSILUARIREY, FEBABIAURMERER GAR)

- rowsetfFiEEIS3
o BR5310stackif®E @IEFEH @F1F
o 5S3 @EFH
o JES3 @FfF

- FEREES, RANEFTUE—MECERE @7 %
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BB EIARURBBRREETE QAR)

- T RE/#539% (clonetask) @3F#E

- compaction®B1T @/~ F MERAMES—HEET
- BEAMIFRS3 ERYrowset @i2F 5

EZMERE QAR
- RIREX
- RREY

EmEE QAR
- =ELCHR
- EYE

EHMER

- Schema changefftft

- XfKcache

- ZRIF
o LEERES
o s3_E#IEcompactionffilfz
o MEMMBIREIZERS3NGE

1 z 3 ]
2. ZFFREGclone, BIEEIZITS3 EREIREAR
3. FE BR2RTAE#E restore BE trash, drop partition EhYZ EEIEMIBR remote rowset, FEEHf
IAF be trash/restore EHEMBEFR (BREEEZEMNXT bug SR drop replica) (P2)

tioms A X
BE page cache B9 key BT LAZZAK tablet_id + version + offset (ZL7EE filepath + offset) (P3)
Delete from sql #0fAI4bEE? Base compaction T£i&E %] delete rowset BYFFXTIiZ rowset base
compaction BYFR#? (P2)
8. YN8 Cooldown #1 drop table/partition F A2 kEH4? (PO)

=

N 0 ks
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a. Drop tablet AR remove_all_remote_rowsets &4 7E cooldown JAA modify_rowsets &,
upload RYERHEZE B IR E04E

b. Drop tablet JMA remove_all_remote_rowsets &4 7E cooldown EH modify_rowsets /5,
upload NEIE SR BIE

c. Drop tablet 5EAk/5 tablet 2% 2 _shutdown_tablets #1, Z/SFFE X4 move F trash
T; sweep trash # cooldown #H%&BY cooldown upload &I local rowset BEREFREFE=IRE]
error, A=EMIEMRYE (B0 BELE LER segment BRI EIE)

P37 = 53R #HEER PT LATE cooldown FR#KIRA!, a =T EE modify_rowsets miF|#f

TABLET_SHUTDOWN RAREZREEEEIEN upload BIXIE

9. Clone # Upload &A=& EHA4? (PO)

a. Clone dst:

i. tablet!=nullptr, B73¥E& calc_missed_versions, _make_and_download_snapshots /&
708, 5¥EX _finish_clone & compaction_lock EFRASEH LR, EE
_finish_full_clone AIgE& HIME LR upload BY rowset 5 Z unused_rowset AH B T7E
B 2 fFiz Az MikR remote B9EE (FTRE#RSRY BE /) ; BriR=MHER
unused_rowset 1Y local rowset

ii. tablet!=nullptr clone FRIBES S 3 local rowset RASRIELR, 4 compaction BIFZMA:
1. Base compaction &I version FELFAR#HIT, XEREEWIT
2. Cumu compaction S EI&KIESL version #1T compaction

iii. tablet == nullptr ;&M

b. Clonesrc:

i. capture_consistent_rowsets ZZI8Y local rowset AJREE L upload 7, BAFRSEM link
KIKEYRRE, B2 remote #IB=TUER, FHit cooldown #1 make_snapshot BBiTHI%
B remote FIETR (A make_snapshot, B download from A, A upload, A drop)

10. Remote rowset XJ migration BYRZME, FIREFRESEHT migration FIAUES(PO)

a. Cooldown #ig LRI LARFA migration &4TH#1T, cooldown #1 migration H&Ef, rowset
EEEZ AR local rowset EA# migration BY consistent_rowsets 5| BET AR S HHIBR,
_copy_index_and_data_files BILAEE#1T, {BEXH#F migration [FAVEIEF remote & H
Mgk, MAMEEBTTHIT (cooldown try migration_lock)

11. BeRebalancer f#f replica JAERBHES1RYE tablet data size ¥t AEEREE W, B tablet
data size BB LT remote rowset B, SSFTERERH(P0) [done]

12. €ootdownREH—T{P6)



