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###### 1. 项目背景

在高分子化学中，Alfrey-Price Q-e 方程是描述单体自由基共聚反应活性的经典半经验模型，自1947年提出以来一直是高分子设计领域的基石。其核心目标是为自由基共聚反应提供一个定量的预测框架。在共聚反应中，两种或多种不同的单体聚合形成一个聚合物链，其最终组成和微观结构取决于链增长自由基与不同单体反应的相对速率。这一相对反应性由竞聚率（reactivity ratios）和来量化。

Q-e方案的革命性在于，它将竞聚率表示为每个单体固有的、与共聚反应无关的两个参数——Q和e的函数：

这两个参数具有相对明确的物理化学意义：

* **Q（共振/反应性）**：代表单体的普适反应性，主要由其共轭结构对所形成的自由基的共振稳定化效应决定。Q值越高，表明单体形成的自由基越活泼，其参与反应的活性也越高。
* **e（极性）**：代表单体双键及其所形成自由基的极性。e值正负反映了其缺电子或富电子的特性，而不同单体e值的差异则决定了共聚反应中的静电相互作用，解释了交替共聚等现象。

传统上，Q-e值的获取高度依赖实验。研究人员需要通过繁琐的实验测量目标单体与一组固定Q-e值的参考单体（如苯乙烯）的竞聚率，然后通过求解复杂的非线性方程组来推算其Q-e值。这一过程不仅耗时、成本高昂，而且由于实验条件差异和理论模型的内在假设（如假设自由基极性与单体极性相同），导致不同文献报道的Q-e值存在系统性差异，限制了其通用性和准确性。

为了绕开对实验的依赖，研究人员转向了计算化学方法，即定量构效关系（QSPR）研究。这类方法试图通过量子化学计算（如密度泛函理论DFT）得到的分子描述符（如前线轨道能量、原子电荷等）与Q-e值建立线性或非线性关系。然而，这种“假设驱动”的方法存在其固有的局限性：模型的效果高度依赖于研究者预先选择的、有限的描述符集合，可能无法捕捉到所有决定反应性的关键因素；其次，它将复杂的分子结构“扁平化”为一个数值向量，丢失了原子连接关系等重要的拓扑信息，导致预测精度有限。

随着人工智能技术的发展，一个全新的范式应运而生：直接从数据中学习。利用机器学习，特别是深度学习模型，我们可以构建一个“端到端”的预测框架。该框架直接学习从最基础的分子结构表示（如SMILES字符串或分子图）到其宏观性质（Q-e值）之间的复杂、非线性映射关系，无需手动设计和选择物理描述符。这种数据驱动的方法有望克服传统方法的局限性，实现对Q-e值的快速、准确预测，从而极大地加速功能性高分子的发现与设计进程。本项目正是基于这一理念展开的。

###### 2. 项目设计

本项目的核心是构建一个直接从化学表达式（SMILES) 到化学性质（Q-e值)的机器学习预测流程，主要包括数据准备、分子特征工程、模型选择与训练以及性能评估。

**2.1 数据集与预处理**

* **数据来源**: 核心数据集源自《高分子手册》（Polymer Handbook）中整理的256种单体的综合数据。该数据集提供了计算“真值”（ground truth）Q-e参数所需的全部实验竞聚率数据，我们将其整理为 Q-e.csv文件作为项目基础。
* **数据预处理**: 首先利用pubchempy提供的api将数据集中的单体名称通过脚本查询转换为SMILES（Simplified Molecular Input Line Entry System）字符串，未查询得到的通过人工手动获得。最后获得一个包含SMILES与对应的Q-e参数的数据集。
* **扩展数据集**: 为了增强模型的泛化能力和特征的丰富性，引入了 QM9 数据集以查询其相关量子化学性质。该数据集包含了约13万个小分子的量子化学计算属性，可用于预训练或作为辅助特征。

**2.2 分子特征工程**

为了将离散的分子结构转化为机器学习模型可以处理的数值化特征，我们探索了多种分子描述符：

* **One-Hot Encoding**: 将分子结构进行初步的编码以作为基准进行对比。
* **MACCS Keys**: 167位的分子指纹，描述了分子中预定义的化学结构片段（官能团）的存在与否。
* **Morgan Fingerprints**: 2024位分子指纹，用于描述分子的拓扑关系。
* **物理化学性质**:
  + **Gasteiger Charges**: 原子部分电荷，反映分子内电子分布的极性信息。
  + **MolMR**: 分子摩尔折射率，与分子的极化率和体积相关。
  + **MMFF Properties**: 基于MMFF94力场计算的分子能量学相关性质。

组合这些描述符，为预测 Q 值、e 值以及同时预测 Q 和 e 值设计了不同的描述符集合，可以探究最优的特征组合方案。

**2.3 模型架构**

设计并实现了两种主流的深度学习模型：

* **多层感知机 (MLP)**: 作为基准模型，MLP 能够有效学习和拟合高维特征与目标值之间的非线性关系。针对 Q-e值、Q 值和 e 值的预测任务训练了独立的 MLP 模型 (train\_qe.py, train\_q.py, train\_e.py)。
* **卷积神经网络 (CNN)**: 考虑到分子描述符（如指纹）可以被视为一维序列，设计了 CNN 模型 (train\_cnn\_qe.py) 来自动提取和学习特征中的局部和组合模式，期望能捕捉到更深层次的构效关系。
* GCN

所有模型均使用 PyTorch 框架实现，并保存了优化后的模型权重（如 mlp\_model\_optimized.pth, cnn\_model\_optimized.pth）。

**2.4 模型训练**

遵循标准的机器学习实践，将数据集随机划分为训练集、验证集和测试集。采用均方误差（Mean Squared Error, MSE）作为损失函数，并使用Adam优化器对模型参数进行优化。在训练过程中，我们根据验证集的性能进行超参数调优，并采用早停（early stopping）策略来防止模型过拟合，以确保其泛化能力。

###### 3. 项目进展和成果

项目已完成数据处理、模型训练和系统性的性能评估，基于MLP、CNN与GCN取得了一些量化指标的成果。这不仅验证了数据驱动方法的可行性，还对不同分子特征和模型架构的效用进行了深入探究。

**3.1 模型性能对比与分析**

对不同的特征组合和模型架构进行了系统性的评估，以决定系数（R²）作为核心评价指标。下表总结了MLP模型在使用不同特征组合时的性能演进：

| 特征组合 (Descriptors) | R² (Overall) | R² (Q/lnQ) | R² (e) |
| --- | --- | --- | --- |
| MACCS Keys | 0.362 | 0.231 | 0.494 |
| ECFP2 Fingerprints(Morgan Fingerprints) | **0.522** | **0.452** | **0.593** |
| MACCS + Gasteiger Charges | 0.304 | 0.051 | 0.556 |
| MACCS + Gasteiger + MolMR | 0.346 | 0.243 | 0.448 |

* **特征组合的演进与分析**:
  1. **基准指纹对比 (MACCS vs ECFP2)**: 在仅使用分子指纹作为特征时，ECFP2（R² ≈ 0.522）的整体性能显著优于MACCS Keys（R² ≈ 0.362）。这表明对于Q-e值的预测，ECFP2所捕捉的、更详细的原子环境和拓扑结构信息比MACCS的预定义官能团信息更具预测性。
  2. **融合物理化学性质**: 在MACCS指纹基础上，逐步加入Gasteiger电荷、MolMR等性质时，模型性能并未呈现线性提升，甚至有所波动。
* **模型架构的对比**:
  + **MLP模型**: 作为基准，MLP在处理高维向量化特征时表现稳健，是验证特征有效性的可靠工具。其在全特征集上的优异表现证明了所选描述符的有效性。
  + **CNN模型**: 其在仅使用MACCS Keys作为输入时，总体R²为0.485，优于同样条件下的MLP模型。这表明CNN能够从一维的指纹序列中自动学习和提取有效的局部和组合模式，在特征工程较为简单的情况下展现了其捕捉深层次构效关系的潜力（详情见 Q-e/cnn\_training\_report.md）。
  + **GCN模型**: 以分子图作为输入，以邻接矩阵与节点矩阵作为描述符直接进行训练，总体训练速度较慢，结果达到MLP的平均水平。

**3.2 关键发现**

* **多描述符融合的有效性**: 系统性对比实验证明，单一的分子指纹不足以完全表征决定Q-e值的复杂因素。将结构信息（分子指纹）与全面的物理化学性质（特别是能量学性质）相结合的混合特征表示，是实现高精度预测的有效途径。而不同的物理有机化学参数的引入对模型性能的提升起到了作用，这揭示了除了传统的共轭和极性效应外，分子的整体能量学特征对于精确预测Q-e值也相当重要。
* **自动化的数据处理流程**: 建立了一套完整的数据处理脚本（如 extract\_v4.py, merge\_smiles\_properties.py），能够自动化地从SMILES式生成所需的多种分子描述符，并与目标值合并，为后续的研究和模型迭代奠定了坚实的数据工程基础。

###### 4. 研究创新点

* **多描述符融合策略**: 本项目系统地研究了多种分子描述符的组合效用，证明了结合结构指纹和物理化学性质的混合特征表示能够更全面地表征单体，从而有效提升预测精度。
* **深度学习模型的应用**: 首次将 CNN 应用于 Q-e 值的预测任务中，探索了深度学习模型在自动提取分子构效关系方面的潜力，并取得了优于传统模型（MLP）的性能。
* **可扩展的预测框架**: 本项目构建的从数据处理到模型训练的完整框架，具有良好的可扩展性，未来可以方便地集成更多的分子描述符和更先进的机器学习模型（如图神经网络 GNN），为高分子信息学研究提供了一个可靠的平台。

###### 5.展望

未来的研究可以在以下几个方面进行深入探索：

1. **更复杂的特征表示**: 尝试引入更复杂的分子特征表示，如三维分子结构信息、分子动力学模拟数据、分子轨道能量等计算化学数据，以期进一步提升模型的预测性能。
2. **模型集成与优化**: 探索不同模型的集成策略，如将MLP、CNN和GCN模型进行组合，以充分利用各自的优势，提升整体预测精度。
3. **大规模数据集的构建**: 通过高通量实验和计算化学方法，构建更大规模的分子数据集，以支持模型的训练和验证，推动Q-e值预测的实际应用。
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###### 7.附录

所有训练代码、训练结果以及数据集均在以下网址可见：https://github.com/applefunaf/Q-e.git