* امنیت در یادگیری فدراسیونی [a0]
  1. توضیحات FL [a12]
     1. FL چیست؟
     2. کاربردهای FL [a13]
     3. FL چگونه کار می کند؟ [a20]
  2. امنیت در FL [a30]
     1. آسیب پذیری [b22]
        1. چالش ارتباط با بیرون
        2. چالش تعداد شرکت کنندگان [a44]
        3. نقاط شکست [a45]
     2. انواع حمله به FL
        1. آلوده سازی (مدل و دیتا) [b25, b56, b60]
        2. مبتی بر GAN [b61, b62, b63]
        3. حمله های در پشتی [b80, d70]
     3. راهکارهای دفاع در برابر حملات [d0]
        1. دفاع حملات آلوده سازی (مدل و دیتا) [d50, d51]
        2. دفاع حمله مبتی بر GAN [b61, b62]
        3. دفاع حمله های در پشتی [d71, d70]
        4. دفاع در بلاک چین [d90, d91]
  3. حریم خصوصی در FL
     1. حملات به حریم خصوصی [f11]
        1. نشت ناخواسته و بازسازی مدل[f12]
        2. تخریب سرور[f13]
        3. حملات استنتاجی مبتنی بر GAN [f14]
        4. حملات استنتاجی عضویت[f15]
     2. دفاع حملات به حریم خصوصی
        1. افزودن نویز گرادیان[f16]
        2. بزرگنمایی دسته ها، بالا بردن وضوح داده[f17]
        3. دفاع سرور مخرب[f13]
        4. محاسبات امن چندطرفه[f18]
        5. حریم خصوصی دیفرانسیل[f19]
        6. پنهان کردن تکرارها[f20]
        7. چارچوب تایید[f21]
        8. حفظ حریم خصوصی از طریق فناوری بلاک چین[f22]
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