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# ЦЕЛИ

1. Изучение SIMD-расширений архитектуры x86/x86-64.

2. Изучение способов использования SIMD-расширений в программах на языке Си.

3. Получение навыков использования SIMD-расширений

# ЗАДАНИЕ

1. Написать три варианта программы, реализующей алгоритм из задания:

• вариант без ручной векторизации,   
• вариант с ручной векторизацией (выбрать любой вариант из возможных трех: ассемблерная вставка, встроенные функции компилятора, расширение GCC),   
• вариант с матричными операциями, выполненными с использованием оптимизированной библиотеки BLAS. Для элементов матриц использовать тип данных float.

2. Проверить правильность работы программ на нескольких небольших тестовых наборах входных данных.

3. Каждый вариант программы оптимизировать по скорости, насколько это возможно.

4. Сравнить время работы трех вариантов программы для N=2048, M=10.

# 

# ОПИСАНИЕ РАБОТЫ

1. Реализация программ на языке программирования C++.

**Вариант без ручной векторизации**

#include <iostream>

#include <chrono>  
#include <climits>  
using namespace std;  
  
void add(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 C[tmp + j] = A[tmp + j] + B[tmp + j];  
 }  
 }  
}  
  
void sub(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 C[tmp + j] = A[tmp + j] - B[tmp + j];  
 }  
 }  
}  
  
void transposition(const float \*source, float \*res, const int n) {  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 res[i \* n + j] = source[j \* n + i];  
 }  
 }  
}  
  
void mult(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 float \*c = C + i \* n;  
 for (int j = 0; j < n; j++) {  
 c[j] = 0;  
 }  
 for (int k = 0; k < n; k++) {  
 const float \*b = B + k \* n;  
 const float a = A[i \* n + k];  
 for (int j = 0; j < n; j++) {  
 c[j] += a \* b[j];  
 }  
 }  
 }  
}  
  
float max1(const float \*matrix, const int n) {  
 float max1 = INT\_MIN;  
 for (int i = 0; i < n; i++) {  
 float sum = 0;  
 for (int j = 0; j < n; j++) {  
 sum += matrix[i\*n + j];  
 }  
 max1 = max(sum, max1);  
 }  
 return max1;  
}  
  
float max2(const float \*matrix, const int n) {  
 float max2 = INT\_MIN;  
 for (int i = 0; i < n; i++) {  
 float sum = 0;  
 for (int j = 0; j < n; j++) {  
 sum += matrix[j\*n + i];  
 }  
 max2 = max(sum, max2);  
 }  
 return max2;  
}  
  
void div(const float \*source, float \*res, const float k, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 res[tmp + j] = source[tmp + j] / k;  
 }  
 }  
}  
  
void identityMatrixInit(float \*matrix, const int n) {  
 memset(matrix, 0, sizeof(float) \* n \* n);  
 for (int i = 0; i < n; i++) {  
 matrix[i \* n + i] = 1;  
 }  
}  
  
void func(float \*source, float \*res, const int n, const int m) {  
 auto \*b = new float[n \* n];  
 auto \*sourceTransp = new float[n \* n];  
 auto \*identityMatrix = new float[n \* n];  
 auto \*r = new float[n \* n];  
 auto \*tmp = new float[n \* n];  
 transposition(source, sourceTransp, n);  
 div(sourceTransp, b, max1(source, n) \* max2(source, n), n);  
 identityMatrixInit(identityMatrix, n);  
 mult(b, source, tmp, n);  
 sub(identityMatrix, tmp, r, n);  
 memset(res, 0, sizeof(float) \* n \* n);  
 add(res, identityMatrix, res, n);  
 add(res, r, res, n);  
 float \*rPow = tmp;  
 tmp = sourceTransp;  
 memcpy(rPow, r, sizeof(float) \* n \* n);  
 for (int i = 2; i < m; i++) {  
 mult(r, rPow, tmp, n);  
 memcpy(rPow, tmp, sizeof(float) \* n \* n);  
 add(res, rPow, res, n);  
 }  
 mult(res, b, tmp, n);  
 memcpy(res, tmp, sizeof(float) \* n \* n);  
 delete[] b;  
 delete[] identityMatrix;  
 delete[] r;  
 delete[] tmp;  
 delete rPow;  
}  
  
void printMatrix(float \*matrix, const int n) {  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 cout << matrix[i \* n + j] << " ";  
 }  
 cout << endl;  
 }  
 cout << endl;  
}  
  
int main() {  
 constexpr int n = 2048;  
 auto \*a = new float[n \* n];  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 if (i == j) {  
 a[i \* n + j] = 2;  
 }  
 else {  
 a[i \* n + j] = 1;  
 }  
 }  
 }  
 auto \*aInverted = new float[n \* n];  
 auto begin = chrono::high\_resolution\_clock::now();  
 func(a, aInverted, n, 10);  
 auto end = chrono::high\_resolution\_clock::now();  
 cout << "Time = " << chrono::duration\_cast<chrono::seconds> (end - begin).count() << " seconds" << endl;  
 delete[] a;  
 delete[] aInverted;  
}

**Вариант с ручной векторизацией (встроенные функции компилятора)**

#include <iostream>

#include <chrono>  
#include <climits>  
#include <intrin.h>  
using namespace std;  
  
void mult(float \*A, float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; ++i) {  
 float \*c = C + i \* n;  
 for (int j = 0; j < n; j += 8) {  
 \_mm256\_storeu\_ps(c + j + 0, \_mm256\_setzero\_ps());  
 }  
 for (int k = 0; k < n; ++k) {  
 const float \*b = B + k \* n;  
 \_\_m256 a = \_mm256\_set1\_ps(A[i\*n + k]);  
 for (int j = 0; j < n; j += 8)  
 \_mm256\_storeu\_ps(c + j + 0, \_mm256\_fmadd\_ps(a, \_mm256\_loadu\_ps(b + j + 0), \_mm256\_loadu\_ps(c + j + 0)));  
 }  
 }  
}  
  
void add(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 C[tmp + j] = A[tmp + j] + B[tmp + j];  
 }  
 }  
}  
  
void sub(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 C[tmp + j] = A[tmp + j] - B[tmp + j];  
 }  
 }  
}  
  
void transposition(const float \*source, float \*res, const int n) {  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 res[i \* n + j] = source[j \* n + i];  
 }  
 }  
}  
  
float max1(const float \*matrix, const int n) {  
 float max1 = INT\_MIN;  
 for (int i = 0; i < n; i++) {  
 float sum = 0;  
 for (int j = 0; j < n; j++) {  
 sum += matrix[i\*n + j];  
 }  
 max1 = max(sum, max1);  
 }  
 return max1;  
}  
  
float max2(const float \*matrix, const int n) {  
 float max2 = INT\_MIN;  
 for (int i = 0; i < n; i++) {  
 float sum = 0;  
 for (int j = 0; j < n; j++) {  
 sum += matrix[j\*n + i];  
 }  
 max2 = max(sum, max2);  
 }  
 return max2;  
}  
  
void div(const float \*source, float \*res, const float k, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 res[tmp + j] = source[tmp + j] / k;  
 }  
 }  
}  
  
void identityMatrixInit(float \*matrix, const int n) {  
 memset(matrix, 0, sizeof(float) \* n \* n);  
 for (int i = 0; i < n; i++) {  
 matrix[i \* n + i] = 1;  
 }  
}  
  
void func(float \*source, float \*res, const int n, const int m) {  
 auto \*b = new float[n \* n];  
 auto \*sourceTransp = new float[n \* n];  
 auto \*identityMatrix = new float[n \* n];  
 auto \*r = new float[n \* n];  
 auto \*tmp = new float[n \* n];  
 transposition(source, sourceTransp, n);  
 div(sourceTransp, b, max1(source, n) \* max2(source, n), n);  
 identityMatrixInit(identityMatrix, n);  
 mult(b, source, tmp, n);  
 sub(identityMatrix, tmp, r, n);  
 memset(res, 0, sizeof(float) \* n \* n);  
 add(res, identityMatrix, res, n);  
 add(res, r, res, n);  
 float \*rPow = tmp;  
 tmp = sourceTransp;  
 memcpy(rPow, r, sizeof(float) \* n \* n);  
 for (int i = 2; i < m; i++) {  
 mult(r, rPow, tmp, n);  
 memcpy(rPow, tmp, sizeof(float) \* n \* n);  
 add(res, rPow, res, n);  
 }  
 mult(res, b, tmp, n);  
 memcpy(res, tmp, sizeof(float) \* n \* n);  
 delete[] b;  
 delete[] identityMatrix;  
 delete[] r;  
 delete[] tmp;  
 delete rPow;  
}  
  
void printMatrix(float \*matrix, const int n) {  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 cout << matrix[i \* n + j] << " ";  
 }  
 cout << endl;  
 }  
 cout << endl;  
}  
  
int main() {  
 constexpr int n = 2048;  
 auto \*a = new float[n \* n];  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 if (i == j) {  
 a[i \* n + j] = 2;  
 }  
 else {  
 a[i \* n + j] = 1;  
 }  
 }  
 }  
 auto \*aInverted = new float[n \* n];  
 chrono::high\_resolution\_clock::time\_point begin = chrono::high\_resolution\_clock::now();  
 func(a, aInverted, n, 10);  
 chrono::high\_resolution\_clock::time\_point end = chrono::high\_resolution\_clock::now();  
 cout << "Time difference = " << chrono::duration\_cast<chrono::seconds> (end - begin).count() << "[s]" << endl;  
 delete[] a;  
 delete[] aInverted;  
}

**Вариант с использованием оптимизированной библиотеки BLAS**

#include <iostream>

#include <chrono>  
#include <climits>  
#include <cblas.h>  
using namespace std;  
  
void mult(float \*A, float \*B, float \*C, const int n) {  
 cblas\_sgemm(CblasRowMajor, CblasNoTrans, CblasNoTrans, n, n, n, 1.0, A, n, B, n, 0.0, C, n);  
}  
  
void add(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 C[tmp + j] = A[tmp + j] + B[tmp + j];  
 }  
 }  
}  
  
void sub(const float \*A, const float \*B, float \*C, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 C[tmp + j] = A[tmp + j] - B[tmp + j];  
 }  
 }  
}  
  
void transposition(const float \*source, float \*res, const int n) {  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 res[i \* n + j] = source[j \* n + i];  
 }  
 }  
}  
  
float max1(const float \*matrix, const int n) {  
 float max1 = INT\_MIN;  
 for (int i = 0; i < n; i++) {  
 float sum = 0;  
 for (int j = 0; j < n; j++) {  
 sum += matrix[i\*n + j];  
 }  
 max1 = max(sum, max1);  
 }  
 return max1;  
}  
  
float max2(const float \*matrix, const int n) {  
 float max2 = INT\_MIN;  
 for (int i = 0; i < n; i++) {  
 float sum = 0;  
 for (int j = 0; j < n; j++) {  
 sum += matrix[j\*n + i];  
 }  
 max2 = max(sum, max2);  
 }  
 return max2;  
}  
  
void div(const float \*source, float \*res, const float k, const int n) {  
 for (int i = 0; i < n; i++) {  
 const int tmp = i \* n;  
 for (int j = 0; j < n; j++) {  
 res[tmp + j] = source[tmp + j] / k;  
 }  
 }  
}  
  
void identityMatrixInit(float \*matrix, const int n) {  
 memset(matrix, 0, sizeof(float) \* n \* n);  
 for (int i = 0; i < n; i++) {  
 matrix[i \* n + i] = 1;  
 }  
}  
  
void func(float \*source, float \*res, const int n, const int m) {  
 auto \*b = new float[n \* n];  
 auto \*sourceTransp = new float[n \* n];  
 auto \*identityMatrix = new float[n \* n];  
 auto \*r = new float[n \* n];  
 auto \*tmp = new float[n \* n];  
 transposition(source, sourceTransp, n);  
 div(sourceTransp, b, max1(source, n) \* max2(source, n), n);  
 identityMatrixInit(identityMatrix, n);  
 mult(b, source, tmp, n);  
 sub(identityMatrix, tmp, r, n);  
 memset(res, 0, sizeof(float) \* n \* n);  
 add(res, identityMatrix, res, n);  
 add(res, r, res, n);  
 float \*rPow = tmp;  
 tmp = sourceTransp;  
 memcpy(rPow, r, sizeof(float) \* n \* n);  
 for (int i = 2; i < m; i++) {  
 mult(r, rPow, tmp, n);  
 memcpy(rPow, tmp, sizeof(float) \* n \* n);  
 add(res, rPow, res, n);  
 }  
 mult(res, b, tmp, n);  
 memcpy(res, tmp, sizeof(float) \* n \* n);  
 delete[] b;  
 delete[] identityMatrix;  
 delete[] r;  
 delete[] tmp;  
 delete rPow;  
}  
  
void printMatrix(float \*matrix, const int n) {  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 cout << matrix[i \* n + j] << " ";  
 }  
 cout << endl;  
 }  
 cout << endl;  
}  
  
int main() {  
 constexpr int n = 2048;  
 auto \*a = new float[n \* n];  
 for (int i = 0; i < n; i++) {  
 for (int j = 0; j < n; j++) {  
 if (i == j) {  
 a[i \* n + j] = 2;  
 }  
 else {  
 a[i \* n + j] = 1;  
 }  
 }  
 }  
 auto \*aInverted = new float[n \* n];  
 chrono::high\_resolution\_clock::time\_point begin = chrono::high\_resolution\_clock::now();  
 func(a, aInverted, n, 10);  
 chrono::high\_resolution\_clock::time\_point end = chrono::high\_resolution\_clock::now();  
 cout << "Time difference = " << chrono::duration\_cast<chrono::seconds> (end - begin).count() << "[s]" << endl;  
 delete[] a;  
 delete[] aInverted;  
}

|  |  |  |
| --- | --- | --- |
| 2 | 1 | 1 |
| 1 | 2 | 1 |
| 1 | 1 | 2 |

Пример работы программы при n = 3, m = 1000 для матрицы A =

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOAAAACOCAYAAAAo0wTLAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAABGsSURBVHhe7d0LWFR13gfw7zCAmMhVuYmOihte0FJDQRBFicxbmfWmvmZtW22bvT1lr73V49tl990uG1ptqZtlJmpeNrPU8JqairIaKKiYqAiKKHJHQW4z5z1nOMiAbM7QjH8Yvp/nOQ8zfw6H+Z0533P+Z9D/X9ND11sCEQnhoH4lIgEYQCKBGEAigRhAIoEYQCKBGEAigRhAIoEYQCKBLPpDvCSv6dF/IqZNjUJwgCecK4uRc2In1q3ZhsxyjbqWeSTJAVEvL8PvBzb/c9KpVXjh3a0o12jgft/r+HBaX/U7DaRLm/Hma2uRI69jC9asV2G6vb7dPOFYUYgLx3Zg3bqdyKpo2B7rrWPrelsDiwKo6fEg3vjfB+B+dhe27juDcve+iB4/Cv4XVuGN97aj0IIdVR/AJ7z3Yun6I6hU2wEdxj79IHodW4QXFiahVg3ggil6bF6yA9nqWkbXLyM9/SIqbfQGWbNehUY3BW/OmwTXjB3YmpiFSq8QxNwfCe+zX+GN+btQrG6P9apsXG9rYFEXtN/oaPS4ug9fxMVje+JBJCYsw4KVyZCCxyIqUF3JUhWXcCI5GSkpKcYlzdAVgR3KkXLwsDF8N0ilOGeynnE5mWvTN8fa9Q6MiUH3sr1YsuBr7DxwEPs3f44PvzuJDiFjEOmrrlSP9dq83tbA7ABKkhN8fTyAnEycqlEbZeWnzuISusDHX20wmwHHvv0AH64+hGtqiyQ5I3TkULgWH8LeI3q1VSW/EbfzhtXa9Srbq8j8CVs27MHpWrVRVpKTK9fvBS8ftaEe620XLKhZC61W/mLQQy/vLGO/Venk6/XyY/V7FlBObCVZx3E8s8C4PSP3kYgc5IJLSbuRgSZnPgdHOHfsCBcXJ2iV32tz1q63Bmd2r8M3+7Mg1dcr69JLBzcpD5dz1YZ6rLddaNFJR3IbjTmLv8TfnwuHs9pmDT4jIxDskI2kvVlqSwONUyieWbwEixYvxeLPPsX/zZmOIb6O6ncto7y/WicX+c1uvDhpm3/jbVWv5DYM02L7oCJ1FxIL1UYV6215vW2J1t3D8y318S04IihyEgbqU/D9ngNIP5KCg4dOotQhCFHjQlCZ/B0OX2xy1bKAJAXi/iceRtClBHy+9QyqTM6atUXnkZF2GAcOJMpLElKzKxE4bBzuvRs4ujsdZU2vlrfkifHzFmLuzMmYMHHSjUVX/AOSsgzqOjau11GHB+a8gNF3HMPyT9Yhs5L1Wq/etqNFV0CNphZludnIK69/8347zZ2jEOZfjeP796HMJHwKfXE20tNPqEsaknetwcffpALdBmNw03sJs1zFwfi/Ie6D9xst3xwxufkxYe16JYeuiH7+ZUwOyMXGTxYhqZj1WrfetsOCAMr3BsrnIg7y/YBpH12+OVDuGAy/4b1S/iRx96gweFUcwf6kcrW1jiQ5wqP7nQjyc1Vb6lzPuyIfVu5w91YbLKAcYEVZ9W94w5JTqq5gZJt6JckN9zz1Cmb0v4odC+djY2bjELDeOr+l3rbE7AAqN9V5V0qAwN4IdlIbZZ2Cg+CPAuTnqw2mfKPw9Lw/49VZofAwfVObcglFxBA3lP68F82dlAdM/R+8PjsWvibbcA0MgBuKUVygNliZLeqVJBcMmD4XT4dKSPrH37A2vfHJph7rtX29rYUF94BAQbELBt8bi/B+nSEZOsFvYAymTx0B9/MJWLkxA9eadB0DYp/G4+E6ePX0QNHuvcisbr4v33nUDMwaosHe+BU4UdJ4HY3GgGJ9N0SMGYnBgc4waN3R7a57MWPyMNxxbgu+3nbG+K9lbMHa9frFzsV/P6hDyeFN2JXrAn9//xtLZ0M+CuUuH+u9ffW2BhYFUCr5BUfP6hEwYBjCIiMwpI981TqWgGVLf0B2M+G6Di8MGqyD5txebNqV0ezNtCR5496Z/4kBFT9i2fqTze7sqovHcKKwE4IGhyM8MgyDAl1RcmwTln21BRf+Taitwdr19o2dhYjADvLZfRCGDQ9rtPiX/oR9GRXG9Vjv7am3NeCgTEQCtehTUCKyDgaQSCAGkEggBpBIIAaQSCAGkEggBpBIIAaQSCAGkEggBpBIIAaQSCAGkEggBpBIIAaQSCAGkEggm/x/QGVkAXuYY8CadXAuDM4N0RybBNBe5hjgXBicG8LWbNIFtZc5BjgXBueGsDWrB9Be5hiwdh2cC6MO54ZozAY128scA9aug3NhKDg3RGMWBVDZL+1xjgHOhWEdnBviZhYNS9i+5hjgXBicG8L2LOyCts85Bqxdh4JzYTTg3BBmal9zDNimDgXnwmjAuSGszF7mGLBFHTdwLoxGODeEldnLHAOcC4NzQ9iaTQJoL3MMcC4Mzg1ha5wbgkggG/whnojMxQASCcQAEgnEABIJxAASCcQAEgnEABIJxAASCcQAEgnEABIJxAASCcQAEgnEABIJxAASCcSh6a3AXuq1Zh1tYSj+1oBD01sBh+K/WVsYir81sEkXtL0Ncc6h+H9FKx6KvzWwegDb2xDn9lKvteto7UPxtxY2qLm9DXFuL/Vau47WPhR/62BRAJX90p6GOG9v9dZr60PxtyUcmv5XcSj+tjkUf9thYRe0vQ1xzqH4reX2DsXfdlgUwPY2xHn7qtc2dShu91D8bYnVP4Rpb0Oc20u9tqjjhlY4FH9rwaHprYBD8bfNofhbAw5NbwUcir9tDsXfGnBoeiKBbPCHeCIyFwNIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJBADSCQQA0gkEANIJJDNAyhJjnB0VJ8QUSOaHrrekvr4V0k+k/Hn96aiu0ajtjQm/bICs9/bjkqT70uSL8bP+wse1hVi87uvYsO55n+2rZPkPejRfyKmTY1CcIAnnCuLkXNiJ9at2YbMcvusuaWk4c/jiz/6YuOr87DpCveN+VfA4iR8/enH+PSTj+TlW6Rfl1CSvFp9/hEWrj+CKnXVBgbUVFejpqYKtWbFvG1y0D2IF+dMRXDtMWxd9SVW7zwJx8Ez8PLzsfBW0kn0b5gdQE3NFZxKSUGKvCQnn0GxAagqOGV8blzOFEBqcnXUaPKx84Pn8ezst7Apy37Pdv1GR6PH1X34Ii4e2xMPIjFhGRasTIYUPBZRgepKRM0wuwtqSpJC8NTCueiz/228tiZTbW1Q180IhVYNpFS+Dx/OXoLjpt1Tl7F4ZdEklCSkQRcdhg6n1+Efe/zw+FNRcMs/gPiPliGlVP15+RW63zkOjz4yBv0CveBSW4RzyQlYvWY3cqosD7bGsQM6ODb3cwbUVspXa5i/TUlywpi5X2CmYRmemb8b+vqaPcdj3vyHULDoD/jsZ8teoyS5ov/Ex/FwdH8EeLpCW1OG/HPJ+GFlPA5clM98Kkv2i2tQDB55JAYh3b3R0VCGvNNJ2LR2A1LyatU11O3JXenpJl3pC8d3YN3a7Thn0pXuM30+Xgs/gS9X1GLUoyPQvVM1CjP/hQ3LVyP5iunrc0Jg1GOYNWkoursBRRk7sCqlG16a5YdNJl1Qc+u1R7b5EOaXzViodlfXJherjc25A0F+JUhY/zOqBk7Fs2Mk7PjnbuT7ROOh2J7qOnJgfMdh9suPop8+FVtWLsWqrelwDv095j4TAbcWdPFCn1mERYuX3LQsXDQf0/urK5lNC61W/mLQG8NnfDXKa9Lr5cfq9yzkHDoTz00Ngf7o91i++GN8Fr8VWZ0j8OQLj6KXSb3m7hepawyem/MYBjtnYNfqpYj/NhFF3cbh2ZdmINjJZHv+E/BfLz2M4Jq67a3eeVzuSs/EnD9Gw73pfnboizHRHZD63XKs3HQUNT1j8cyzE+Bnsp5j0FTMfiISXpd/wvrlK7DtjB/Gj9HJp7nGzK3XHtnk80lNaRaOpmQZH/e6c5rxa/O0uPDzBiQe7Ab/sRH4Xfom7N1TBefh4/BIV1/5+9nGtXRRo9Gn9jAWLliJlBrlrHkQqRVdEPdYDEZ4J2JrkXE1s6V/H4e4Pc2de2pQVPeyW0RyG405789Cr7QleHmV2tgC/jod7rh+FJtXbEOaekU9evYsUns6oNxJfqJetMzdL37hI+WgHcey+UuxX72SJV3qhLhXwhHRLx6n0oxN0I2MQu/qQybbS8KRCh98OGsURnjtxhbTc2nHchz+fAm2Ftf93tPaHnh3yl0Icd+Iy2V1q3S/Zwh8K5Ox6O9rkVxbt71zTu/g7SbdcnPrtUc2/zPErdTWKufDauWCAb3xsQEG+YvGpBvo69MFyM9FrrYjXFxcjEtt7kWUaLrCmFMLXbt4EunpJ5pZMnC5ouH3Wqx0P5b+5W38Nf6QXFHLXc4+j4qOd+GBpx5CTGQoQn4XCNeikzj0r3RcMR7IdczdLz5dvIHiHORcUxtk0skVmPv08/gyreEK49tVXq8wFzkmL778wkWUogu6+KkN9a7n4oLJiS8v97J8+nJF585qg8zTQ35SVoC8GrVBlpN7qa6XYMLceu2R8ACaQyv34zQ9H8I7pl3G1+5HV6WL14JruHIPWH/ANl6c5S5By7s8Gk0tynKzkVf+2+5bqg6vwOL1qbjeIxwTZvwJc15/B/M/XYAXx/eGo0mXzNz94uBQ9zabVqZcaCS98jobDnBle8rZTz4XNjD+UDP7We5yN9pT8usyKKdNkyNKY/wljfenZJBu2sPm1muP2kQA9cr9VM6PWPjB+4gzWebHfYwtN38GdEvWvQeU7/2UI9ZBPkhNDxYlHPKhplzNLaXRXEP6D58h7s1X8OKf/oBnX3wdi/ZfR/8p0zDKXV1JZu5+MdR1KW75Zivbk9Mqx82EMZ+1ck/F+MwikrI/1C5lPY2Dad+mjrn12qM2EcC8KwXK5zUoSz9+o7t4IqcMGq18Nm1BX894D9jkoK07cD/BDgvvATWaGvn1lQCBveX7LLVR1ik4CP4oQH6+2mAB//D/wMwHh8JTPoA1GgnVpTlIPpyBa1pveMu9znrm7pf8Qrmv6BGIQFe1QdH3McR9uRhPDlKfy4zb8w5AoLPaIOvUvRvclTpy1QYLFJdcBdy6wNdkvwQG+N8UQHPrtUdadw/Pt9THFvDBkAkR8Dr/E348fvOnnO4978aA3gHw9/dHj+ChGOBTjSuXK9FJfu7vrUVpXilqnHojYsJAufvxPX7OdUW/MbHwzk5AYqYevSImI6TmMDYfvmjcXmmBIwbcNx7hQR0gaVzhc2coJs98ClPuMSBleyoKpaZv6a+rvqoEI7+ZpRDXjB8+WKag2AWD741FeL/OcherE/wGxmD61BFwP5+AlRvlA6nJVeBWnIIn4smHR6KnSy30Lh7w0w3E2Ekx6NvhNLZ/cwiX9HXbM3e/XC12RL+oGIQN8oKDvgO8g4ZhyiOx0FUcwD/XHUGBQd1eoRNCYmIxLPgOGCRX+A+IxrTJYeh4cgPi92SjSq3Da+B9GNk9Hwe3HEF+fW3+92DiME9k7tmBk2Xq763sguHRkRjU20XeXmd0GzIR40L94N25Gqd27kKG+oGQufXaI5sE8K4Zf8VzUyIwbHgYQgI6QuPki77yY+V5aF8JqdtSUWRBAKVrZ5B2ugYBgyMQERWJoX19Ycjeh68/X4PjJh8siCKV/IKjZ/UIGDAMYZERGNLHDaXHErBs6Q/Irrb84Ll+7hQuuegwaHgkIkeOROig3nC/lo6tXy3HT5cbPtEwd79oyjORmlEB7+BQhEVEYGg/PxjO75XXW4009RNLhbK9Y2dq4B8SjhEjR+AunRtK0jZgafwu5Jl8GGJuAA1FGThV5ongIeEIC7sb3bW/4PsDVRg+yLVRAM2t1x616A/xRGQdbeIekMheMYBEAjGARAIxgEQCMYBEAjGARAIxgEQCMYBEAjGARAIxgETCAP8P1wtQZrzH8Y0AAAAASUVORK5CYII=)**

1. Запуск программ и результат.

|  |  |  |
| --- | --- | --- |
| **Без ручной векторизации** | **С ручной векторизацией** | **С использованием оптимизированной библиотеки BLAS** |
| **175 секунд** | **41 секунда** | **~0.6 секунд** |

Исходя из полученных значений, можно сделать вывод, что ручная векторизация может значительно ускорить работу программы.

В нашем случае при помощи векторизации функции умножения матриц удалось ускорить работу программы более чем в 4 раза.

В то же время, использование оптимизированной библиотеки BLAS может увеличить скорость выполнения программы в сотни раз.

# ЗАКЛЮЧЕНИЕ

Изучили SIMD-расширения архитектуры x86/x86-64.

Изучили способы использования SIMD-расширений в программах на языке Си/Си++. Получили навыки использования SIMD-расширений.