Задачи

1. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Найти оптимальную стратегию методом Монте Карло, γ=1. В нулевом приближении стратегия случайная, равномерная (т.е. равновероятное движение агента влево и вправо).
2. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Найти оптимальную стратегию методом временных различий, γ=1.
3. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Найти оптимальную стратегию методом SARSA, γ=1.
4. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Найти оптимальную стратегию методом Q-learning, γ=1.
5. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Найти оптимальную стратегию методом crossentropy. Реализовать мнемонический код
6. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Реализовать мнемонический код для нахождения оптимальной стратегии методом deep Q learning. Предложить архитектуру сети
7. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Реализовать мнемонический код для нахождения оптимальной стратегии методом reinforce. Предложить архитектуру сети
8. Среда – клеточный мир (рис 1). Агент находиться в клетке 1, терминальное состояние 5-я клетка. Реализовать мнемонический код для нахождения оптимальной стратегии методом actor-critic. Предложить архитектуру сети
9. Многорукий бандит. Среда вернула последовательность наград для одного автомата: 0, 0, 1. Оценить значение верхней доверительной границы в методе USB1
10. Многорукий бандит. Для первого автомата среда вернула последовательность наград 0, 0, 1, для второго автомата последовательность 0, 1, 1, 0, 0. Выбрать руку на следующем шаге в соостветствии с эпсилон жадной стратегией и оптимизмом в неопределенности.
11. Многорукий бандит. Для первого автомата среда вернула последовательность наград 0, 0, 1, для второго автомата последовательность 0, 1, 1, 0, 0. Выбрать руку на следующем шаге и сделать обоснование выбора.
12. Кинули монетку 3 раза, результат Орел, Решко, Орел. Найти вероятность выпадения Орла методом максимального правдоподобия а также оценить распределение матожидания выпадения Орла, т.е. оценить апостериорное распределение не используя сопряженное распределение
13. Кинули монетку 3 раза, результат Орел, Решко, Орел. Найти вероятность выпадения Орла методом максимального правдоподобия а также оценить распределение матожидания выпадения Орла, т.е. оценить апостериорное распределение с использованием сопряженного распределения
14. Многорукий бандит. Для первого автомата среда вернула последовательность наград 0, 0, 1, для второго автомата последовательность 0, 1, 1, 0, 0. Выбрать руку на следующем шаге в соостветствии с методом UCB1
15. Многорукий бандит. Для первого автомата среда вернула последовательность наград 0, 0, 1, для второго автомата последовательность 0, 1, 1, 0, 0. Выбрать руку на следующем шаге в соостветствии с методом Томпсон семплинг.
16. Дана функция распределения sin(x)/2 на отрезке [0, pi]. Написать мнемонический алгоритм генерации случайных чисел на основе projection sampling.
17. Дана функция распределения sin(x)/2 на отрезке [0, pi]. Написать мнемонический алгоритм генерации случайных чисел на основе importence sampling.
18. Дана функция распределения sin(x)/2 на отрезке [0, pi]. Написать мнемонический алгоритм генерации случайных чисел используя схему Метраполиса - Гастингса
19. Данные приходят из нормального распределения с неизвестными параметрами. Модель данных y = wx + z. Здесь x – наблюдения, z – модель шума z~N(0,s2). Сделать приближенный вариационный вывод параметра w
20. Данные приходят из распределения Пуассона. Наблюдаемые величины x = [12,10,5,11]. В качестве априорного распределения на параметр λ (в распределении Пуассона) задается логнормальное распределение с парамерами μ и σ. Предложить схему уточнения λ на основе поступающей информации (данных xi)
21. Данные приходят из логнормального распределения с неизвестными парамерами μ и σ. Наблюдаемые величины x = [1.22,1.43,2.2]. Предложить априорные распределения на параметры μ и σ а также схему уточнения этих параметров на основе поступающей информации (данных xi)
22. Данные приходят из экспоненциального распределения. Наблюдаемые величины x = [1.2,2.1,1.7]. В качестве априорного распределения на параметр λ (в экспоненциальном распределении) задается логнормальное распределение с парамерами μ и σ. Предложить схему уточнения λ на основе поступающей информации (данных xi)
23. Данные приходят из геометрического распределения с параметром p. Наблюдаемые величины x = [5, 8, 6]. Предложить априорное распределение на параметр p и схему уточнения параметра на основе поступающей информации (данных xi)
24. Данные приходят из нормального распределения с параметрами μ и σ. Параметр μ нам известен μ=1. Наблюдаемые величины x = [0.9, 1.04, 1.22]. Предложить априорное распределение на параметр σ и схему уточнения параметра на основе поступающей информации (данных xi)
25. Данные приходят из нормального распределения с параметрами μ и σ. Параметр σ нам известен σ=1. Наблюдаемые величины x = [0.9, 2.04, 1.22]. Предложить априорное распределение на параметр μ и схему уточнения параметра на основе поступающей информации (данных xi)

![](data:image/png;base64,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)

Рис 1.