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# Introduction

The MassiveDataCruncher is a number crunching scalable server which manipulates data in csv and json format. The MDC is master worker architecture which has scheduler in the master and container as worker. The worker connects to master via JGroups using multicast protocol. The worker launches the task executor whenever a job is submitted. The Heartbeat which uses JGroups will get message from task executors about the job status. The status of the job can be either SUBMITTED, RUNNING, COMPLETED or FAILED. There are multiple schedulers such as jgroups, standalone, apache ignite, apache MESOS and Hadoop YARN.

## 1.1 Jgroups scheduler

The jgroups scheduler works in autonomous fashion submits job as stages and tasks in the order of DAG topological sorting and launches the task executors via containers. The task executors communicate with each other when a stage and tasks depends on parent located in another task executor via jgroups protocol. When a parent task is in running state the child task in another executor will have to wait and proceed only after parent task completes. The parent task can reside in another task executor the waiting task executor can send message via WHOIS command. The running task executor will receive the WHOIS request and send WHOIS response message with the current status of the parent task. The WHOARE command in scheduler will be sent to task executors to monitor all the tasks the task executors are executing. The status from WHOARE response from all the task executor will be considered whether job is completed. Once the final tasks are completed then scheduler will obtain the results via the final tasks.
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In the above diagram the scheduler will determine the number of TEs to launch and communicates to the container to launch 4 Task executors. The number of TEs will decide on the various factors such as total file blocks with common block size, total number of CPUs together with all the containers and memory of each TEs to launch. Each TEs will allocate one CPUs and similar configuration of heap memory. Once all the TEs are allocated and started the scheduler will determine how to launch tasks in each of the TEs.

## 1.2 Standalone scheduler

The standalone scheduler works as jgroups for communication by using heartbeat. The central DAG scheduler will execute the DAG graph in the top to bottom and left to right via DExecutor utility. The DAG scheduler will obtain results of the final stage in DAG which has no successors. The heartbeat in scheduler will receive the status of the tasks from launched task executors and send the status to the scheduler to determine whether the tasks are completed to obtain final results.
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## 1.3 Ignite Scheduler

The ignite scheduler submits task to ignite cluster. The job to be submitted via ignite scheduler is converted to the stages and the stages are grouped to tasks and each stages are submitted to ignite cluster via ignite DExecutor utility. The ignite cluster caches the text file in the compressed form using the LZF compressor and then stored in the ignite cache cluster. The tasks are submitted via affinity run method to execute tasks. The cache keys are stored in the ignite server in partitioned form and the tasks are executed on the server where cache key and value is available. The backup is available in another server if the one or more servers are down. The backup configuration is configured in each of the server where cache key and values are partitioned for a cache. The cache can also be replicated in each of the server in ignite cluster.
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## 1.4 Apache MESOS scheduler

The apache mesos scheduler submits job to MDC scheduler will be converted to the stages and tasks. The mesos MDC framework first register the scheduler and task executor framework to mesos master and then submits the tasks in the form of DAG to the mesos scheduler. The mesos scheduler executes the DAG and gets the final results once the final tasks been completed. The mesos framework closes the resources allocated after the completion of the jobs submitted. The mesos master manages resources like cpu and memory and provide the offers to the mesos scheduler framework. If the scheduler accepts the resources allocated by mesos as offers, then tasks will be executed to mesos executors. The final stages been completed once all the offers to the tasks are executed by mesos and reaches to the final stage of the DAG.
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## 1.5 Apache Hadoop YARN scheduler

The job submitted via YARN scheduler contains the MDC scheduler and YARN resource manager (RM) and node manager (NM). The MDC scheduler determines the scheduler type and based on the type the MDC scheduler submits job. The MDC scheduler converts the Job in stages and tasks and stored in HDFS. When the YARN resource manager receives the MDC job the RM will allocate the containers. The number of containers are determined by the total file length and the available cpus and memory. After allocating the containers the application master will be created and started in one of the containers and the job will be provided to app master. The app master will start executing the tasks by the YARN scheduler and frequently monitors the tasks and gets the status of the tasks. Once the final stages been completed the containers will be deallocated and returns to the RM. The resource manager will return the results to the MDC scheduler and job is completed.
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# Partitioning of file blocks

The partitioning is performed by MDC pipeline by the user defined block size. If the user defined block size is true then block size and various parameters such as max memory, min memory and cpus are decided by the user else the parameters are automatically defined by the file blocks length. The block size of the file stored in HDFS is 128 MB whereas the user defined block size of any file system can be the range from 1 to 256 MB. If the user defined block size is less than 1 or greater than the 256 MB, then error is thrown. If the file length is 1 GB and the blocks size is 256 MB, then number of partitioning the files will be approximately 4 i.e. (1024/256). The number of partition, total cpus available and the total memory decides the number of parallel executors.
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## 2.1 Optimization of MDC Job pipeline

The data pipeline of MDC job consists of various tasks also called functional interfaces. The tasks in the data pipeline are grouped into stages by combining the several tasks into stages. For example, if the data pipeline consists of Map, filter, MapTuple, ReduceByKey and coalesce and if the number of partitions is 4 then total stages are 2 i.e. Stage1 (Map, filter, MapTuple, ReduceByKey) and Stage2 (coalesce) with parallel stage execution as 4.

Map

Filter

MapTuple

Coalesce

ReduceByKey

Stage1 (Map, filter, MapTuple, ReduceByKey)

Stage2 (Coalesce)

Partition1

Partition2

Partition3

Partition1

# Data Pipeline tasks to Stage conversion.

In the data pipeline before the tasks are executed, the task graph in the order are first converted to stage graph and based on the partitions the logical stages in stage graph are converted to physical execution graph. In the graph below the logical graph is converted to physical execution graph after partition inputs are provided to Stage1 and the output will contain lists of lists. The conversion is common to all the schedulers, only the execution scheduler will vary.
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## 4. Various transformations in mdc

The transformations which produce other transformations in streamed pipeline are

map – which accepts function lambda has one input and one typed output

distinct – which provides distinct data as output

filter – which accepts any type as input and provides only the predicate for an input to true

flatMap – which accepts single input and multiple outputs

flatMapToDouble – which accepts single input and produces multiple output of Double type

flatMapToLong – which accepts single input of any type and produces multiple output of long datatype

flatMapToTuple – which accepts input of any type and produces multiple output of Tuple datatype

flatMapToTuple2 – which accepts input of any type and produces multiple output of Tuple2 datatype

union – accepts two similar inputs and produces union of two similar datatype

intersection – which accepts two inputs and produces the intersected output

joins – inner joins of two similar datatype

leftOuterJoin – left outer join of two similar datatype

maptToInt – which accepts input of any datatype and single output of Integer datatype in streamed

mapToPair – which accepts single input of any datatype and produces single output of Tuple2 datatype

peek – which accepts and consumes and no output

reduce – reduces to single output for each map input

sample – obtains sample from the multiple inputs

sorted – sorts the input of any datatype and produces the sorted output either in ascending or descending order.

coalesce – confines multiple partition data to specific partition data

reduceByKey – reduces each partitioned key value pair data to single key value pair data

groupByKey – groups the value based on the key in tuple2

countByKey – counts the records based on the key in a partition

countByValue – counts the records based on the values in a partition

cogroup – combines the values from input1 and input2 based on the key in tuple2

keyBy – choose the key based on the user function using the values for tuple2

## 5. Actions in mdc

The various actions which trigger execution of the tasks are

count – counts the number of records

collect – triggers the execution of task and produces the output in list of lists which has output for all the partitions.

forEach – used for traversing the records

saveAsTextFile – dump the output of the mdc job into the text file in hdfs

## 6. Three methods of storing the intermediate results

INMEMORY – stores the intermediate results in memory

DISK – stores the intermediate results in disk

INMEMORYDISK – stores the intermediate results in memory and spills over disk when memory has reached above 80%

## 7. Heartbeat for stream and MR job

The heartbeat for stream uses observable pattern to push the completed or failed task status in queue and schedules the tasks based on the availability of taskexecutor. Similarly, this procedure applies to heartbeat for MR (Map Reduce) job also. There are two heartbeats, one for task scheduler stream and another for Task Scheduler for Map Reduce jobs. The flow of the events in MDC via heartbeat is given. The stream or MR job is submitted to stream job scheduler which is started via standalone or task scheduler stream server.
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The stream job scheduler converts the Job into stages and stages are containing multiple tasks. The stages are sent to all the task schedulers to execute the tasks. As soon as the task is completed the taskexecutor sends the signal to heartbeat for the completed or failed tasks. The task scheduler sends the next available tasks to task executor and gets the output when final task is completed. Frequently the heartbeat also receives the resource status (Disk availability, CPU and Memory availability) from nodes.