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Deep Learning Proposal

**Introduction to the problem**

Since the industrial revolution, our earth has been warming due to the release greenhouse gases from burning ‘dirty’ fuel sources. A recent surge in clean energy investment has lead to more widespread adoption of renewable, clean energy, however we note that there still remains many technical barriers to its adoption[[1]](#footnote-1). In particular, we highlight two technical barriers[[2]](#endnote-1),[[3]](#endnote-2),[[4]](#endnote-3),:

* Geographic siting of plants: Fossil fuel plants are built remotely and in centralized locations, whereas, renewable energy plants are decentralized and sometimes built in residential areas
* Storage or excess energy: the production of renewable energy is unpredictable leading to less efficient allocation of energy supply

While a wide net of solutions have been proposed and are currently being worked on, our project focuses on the use of AI to improve efficiency in the allocation of energy. We propose using spatial-temporal graph neural networks to accurately forecast load for each decentralized node. Through better predictions of energy demand, we can partially address each of these technical barriers.

* Spatial analysis enables us to better capture any geographic dependent features related demand (e.g., nodes providing electricity to cities are likely to be characterized by more extremes)
* Proximity of nodes will likely affect demand as one node reaches capacity they may divert the provision of energy to the nearest node that is below capacity

Overall, by better understanding our exact energy needs, we will be able to better optimize power flow across decentralized plants, ensure supply more closely meets demand, thereby, lessening our reliance on advanced storage solutions.

Additionally, we note that by leveraging our graph structure framework, future work can better tackle other technical barriers such as connection to the grid and transmission of energy. Though modelling transmission lines as edges in the graph, more efficient allocation to consumers can be realized. We believe Graph Reinforcement Learning algorithms would be incredibly useful in this endeavour, but we do not explore this due to a lack of time.

**Literature Review**

Our project is novel in that it is the first to combine two ongoing lines of research: 1) deep learning for load forecasting and 2) spatial-temporal graph neural networks.

Load Forecasting

Prior to the resurgence of deep learning, most load prediction models utilized more traditional statistical algorithms. Within this group of statistical algorithms, we include linear regression[[5]](#endnote-4), multiple regression models[[6]](#endnote-5),[[7]](#endnote-6), Autoregressive moving average (ARMA) models[[8]](#endnote-7), and autoregressive integrated moving average (ARIMA) models[[9]](#endnote-8), [[10]](#endnote-9). However, our focus will be on more black-box algorithms.

There are a variety of neural network approaches that look to capture the temporal features of load forecasting. The most popular approach is using RNN’s with add-ons or adjustments to model day ahead or week ahead demand. Polson and Sokolov (2018) create a new loss function leveraging extreme value theory to better model extreme peaks and troughs of energy demand[[11]](#endnote-10). Bouktif et al (2018) leverages a genetic algorithm to identify the optimal LSTM and feature configuration for load forecasting[[12]](#endnote-11). Additional networks have been implemented including deep belief networks (Ouyang et al 2017)[[13]](#endnote-12) and more complex architectures combining various convolution and RNN layers (He 2017)[[14]](#endnote-13).

In each of these, we note that similar features are used as inputs to the model including weather features (forecasted temperature, wind, sun), current and previous load series, and temporal identifiers (holiday, day of week, season, etc.).

Spatial Temporal Graph Neural Networks

On the other side significant research is being conducted on spatial temporal graph neural networks (“STGNNs”), but we focus on advances within traffic forecasting. Originally developed by Bing Yu and his team in 2018[[15]](#endnote-14), multiple improvements have occurred over the past two years. Their underlying model consists of multiple spatial-temporal blocks, which are each made up of three convolution layers (temporal + spatial + temporal). Their model built upon Zhao et al (2015) after they introduced the temporal graph convolutional network.

Various improvements have since expanded on the original STGNNs. Guo et al (2019)[[16]](#endnote-15) added an attention mechanism to better attend to road networks with more influence. This attention mechanism is built off of Velickovic (2018) work on Graph Attention Networks[[17]](#endnote-16). Bai et al (2019)[[18]](#endnote-17) combines the spatial temporal graph with a seq2seq architecture with attention for their predictions. Wu et al (2019)[[19]](#endnote-18) utilizes both a graph convolution and a causal convolution. Finally, Song et al (2020)[[20]](#endnote-19) first develops a localized spatial temporal graph by connecting each node with itself in the adjacent time steps. These localized graphs along with learnable temporal and spatial embeddings serve as input into the STGNN.

**Methodology, Goal, and Criteria**

The goal of our project is to improve forecast prediction of node demand through leveraging STGNNs. Our energy nodes will represent our graph nodes and their transmission connections will represent the edges. Each node includes a variety of data at each timestamp such as hourly demand, wind / solar forecasts, and wind / solar realizations. We will use spatial and temporal convolutions at each time step (i.e., each hour) to effectively forecast our time series.

The first step of our model will be to implement the base spatial temporal graph convolutional neural network proposed by Yu et al (2018). Once our baseline is set, we will seek to implement the state of the art model currently provided by Song et al. Where we connect nodes with themselves in the adjacent timesteps and incorporate spatial and temporal embeddings prior to running our graph network.

To expand on the current research, our experiments will also evaluate whether the loss function developed in Polson and Sokolov (2018) will lead to better modelling of the extremes found in load forecasting. Finally, seasonality is a huge component to energy demand, therefore, we will explore whether it is more beneficial to develop unique models per season or whether developing features that capture seasonality is more effective.

Experiments will be run using both models to forecast day ahead and 7-day ahead energy demand. For each experiment, we will evaluate the time series output using mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean squared error (RMSE).

We will find it difficult to compare our results because this is the only dataset available (to our knowledge) that provides node-level load estimates due to confidentiality issues. Furthermore, we are unable to find any load forecasting results utilizing this data. To ensure that we can most effectively contribute to ongoing research in the field, our team will implement a series of benchmarking statistical, machine learning, and deep learning algorithms for fair comparison.

Therefore, we believe that our research will have two primary contributions to the field of load forecasting. First and foremost, to our knowledge, we are the first to explore the use of graph neural networks at the nodal level for load forecasting. Secondly, we will be the first to benchmark a series of algorithms leveraging this data set for the benefit of ongoing research.

**Dataset**

The dataset that we will be using is the RE-Europe dataset, which combines a transmission network model, plus data regarding electric generation and demand from 2012-2014.[[21]](#endnote-20) This transmission model identifies relevant nodes and their connections plus transmission capacity. For each hour of the day, demand values are provided for each node. Additionally, solar / wind forecasts are provided every 12 hours and their realized values are provided at the hourly level. All temporal data is provided over a period of three years.

The data covers the entirety of mainland Europe and includes 1,494 unique nodes with corresponding demand. These nodes make up 2,156 connections. While, node distance is not included, each node has a latitude and longitude, which can be used to identify the corresponding distance to each other node. Additionally, the installed renewable capacity for each node is included.

Our team believes that the provided dataset should be large enough to train our network. Overall, we have 1,494 nodes which we will try to predict day ahead and 7 day ahead forecasts for each day in a year. Since we have three years of data, our number of samples equals 1,494 \* 365 \* 3, which is equal to approximately 1.6 million.
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