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分类： 网络与安全

前两天在网上看到世界知名的电骡服务器Razorback 2被查封、4人被拘禁的消息，深感当前做eMule / BitTorrent等P2P文件交换软件的不易。以分布式哈希表方式(DHT，Distributed Hash Table)来代替集中索引服务器可以说是目前可以预见到的为数不多的P2P软件发展趋势之一，比较典型的方案主要包括：CAN、CHORD、 Tapestry、Pastry、Kademlia和Viceroy等，而Kademlia协议则是其中应用最为广泛、原理和实现最为实用、简洁的一种， 当前主流的P2P软件无一例外地采用了它作为自己的辅助检索协议，如eMule、Bitcomet、Bitspirit和Azureus等。鉴于 Kademlia日益增长的强大影响力，今天特地在blog里写下这篇小文，算是对其相关知识系统的总结。

**1. Kademlia简述**

Kademlia(简称Kad)属于一种典型的结构化P2P覆盖网络(Structured P2P Overlay Network)，以分布式的应用层全网方式来进行信息的存储和检索是其尝试解决的主要问题。在Kademlia网络中，所有信息均以的哈希表条目形式加 以存储，这些条目被分散地存储在各个节点上，从而以全网方式构成一张巨大的分布式哈希表。我们可以形象地把这张哈希大表看成是一本字典：只要知道了信息索 引的key，我们便可以通过Kademlia协议来查询其所对应的value信息，而不管这个value信息究竟是存储在哪一个节点之上。在eMule、 BitTorrent等P2P文件交换系统中，Kademlia主要充当了文件信息检索协议这一关键角色，但Kad网络的应用并不仅限于文件交换。下文的 描述将主要围绕eMule中Kad网络的设计与实现展开。

**2. eMule的Kad网络中究竟存储了哪些信息?**

只要是能够表述成为字典条目形式的信息Kad网络均能存储，一个Kad网络能够同时存储多张分布式哈希表。以eMule为例，在任一时刻，其Kad网络均存储并维护着两张分布式哈希表，一张我们可以将其命名为关键词字典，而另一张则可以称之为文件索引字典。

a. **关键词字典**：主要用于根据给出的关键词查询其所对应的文件名称及相关文件信息，其中key的值等于所给出的关键词字符串的 160比特SHA1散列，而其对应的value则为一个列表，在这个列表当中，给出了所有的文件名称当中拥有对应关键词的文件信息，这些信息我们可以简单 地用一个3元组条目表示：(文件名，文件长度，文件的SHA1校验值)，举个例子，假定存在着一个文件 “warcraft\_frozen\_throne.iso”，当我们分别以“warcraft”、“frozen”、“throne”这三个关键词来查询 Kad时，Kad将有可能分别返回三个不同的文件列表，这三个列表的共同之处则在于它们均包含着一个文件名为 “warcraft\_frozen\_throne.iso”的信息条目，通过该条目，我们可以获得对应iso文件的名称、长度及其160比特的SHA1校 验值。

b. **文件索引字典**：用于根据给出的文件信息来查询文件的拥有者(即该文件的下载服务提供者)，其中key的值等于所需下载文件的 SHA1校验值(这主要是因为，从统计学角度而言，160比特的SHA1文件校验值可以唯一地确定一份特定数据内容的文件)；而对应的value也是一个 列表，它给出了当前所有拥有该文件的节点的网络信息，其中的列表条目我们也可以用一个3元组表示：(拥有者IP，下载侦听端口，拥有者节点ID)，根据这 些信息，eMule便知道该到哪里去下载具备同一SHA1校验值的同一份文件了。

**3. 利用Kad网络搜索并下载文件的基本流程是怎样的?**

基于我们对eMule的Kad网络中两本字典的理解，利用Kad网络搜索并下载某一特定文件的基本过程便很明白了，仍以 “warcraft\_frozen\_throne.iso”为例，首先我们可以通过warcraft、frozen、throne等任一关键词查询关键词 字典，得到该iso的SHA1校验值，然后再通过该校验值查询Kad文件索引字典，从而获得所有提供 “warcraft\_frozen\_throne.iso”下载的网络节点，继而以分段下载方式去这些节点下载整个iso文件。

在上述过程中，Kad网络实际上所起的作用就相当于两本字典，但值得再次指出的是，Kad并不是以集中的索引服务器(如华语P2P源动力、 Razorback 2、DonkeyServer 等，骡友们应该很熟悉吧)方式来实现这两本字典的存储和搜索的，因为这两本字典的所有条目均分布式地存储在参与Kad网络的各节点中，相关文件信息、下载 位置信息的存储和交换均无需集中索引服务器的参与，这不仅提高了查询效率，而且还提高了整个P2P文件交换系统的可靠性，同时具备相当的反拒绝服务攻击能 力；更有意思的是，它能帮助我们有效地抵制FBI的追捕，因为俗话说得好：法不治众…看到这里，相信大家都能理解“分布式信息检索”所带来的好处了吧。但 是，这些条目究竟是怎样存储的呢?我们又该如何通过Kad网络来找到它们?不着急，慢慢来。

**4. 什么叫做节点的ID和节点之间的距离?**

Kad网络中的每一个节点均拥有一个专属ID，该ID的具体形式与SHA1散列值类似，为一个长达160bit的整数，它是由节点自己随机生成的， 两个节点拥有同一ID的可能性非常之小，因此可以认为这几乎是不可能的。在Kad网络中，两个节点之间距离并不是依靠物理距离、路由器跳数来衡量的，事实 上，Kad网络将任意两个节点之间的距离d定义为其二者ID值的逐比特二进制和数，即，假定两个节点的ID分别为a与b，则有：d=a XOR b。在Kad中，每一个节点都可以根据这一距离概念来判断其他节点距离自己的“远近”，当d值大时，节点间距离较远，而当d值小时，则两个节点相距很近。 这里的“远近”和“距离”都只是一种逻辑上的度量描述而已；在Kad中，距离这一度量是无方向性的，也就是说a到b的距离恒等于b到a的距离，因为a XOR b==b XOR a

**5. 条目是如何存储在Kad网络中的?**

从上文中我们可以发现节点ID与条目中key值的相似性：无论是关键词字典的key，还是文件索引字典的key，都是160bit，而节点ID恰恰 也是160bit。这显然是有目的的。事实上，节点的ID值也就决定了哪些条目可以存储在该节点之中，因为我们完全可以把某一个条目简单地存放在节点ID 值恰好等于条目中key值的那个节点处，我们可以将满足(ID==key)这一条件的节点命名为目标节点N。这样的话，一个查找条目的问题便被简单地转化 成为了一个查找ID等于Key值的节点的问题。

由于在实际的Kad网络当中，并不能保证在任一时刻目标节点N均一定存在或者在线，因此Kad网络规定：任一条目，依据其key的具体取值，该条目 将被复制并存放在节点ID距离key值最近(即当前距离目标节点N最近)的k个节点当中；之所以要将重复保存k份，这完全是考虑到整个Kad系统稳定性而 引入的冗余；这个k的取值也有讲究，它是一个带有启发性质的估计值，挑选其取值的准则为：“在当前规模的Kad网络中任意选择至少k个节点，令它们在任意 时刻同时不在线的几率几乎为0”；目前，k的典型取值为20，即，为保证在任何时刻我们均能找到至少一份某条目的拷贝，我们必须事先在Kad网络中将该条 目复制至少20份。

由上述可知，对于某一条目，在Kad网络中ID越靠近key的节点区域，该条目保存的份数就越多，存储得也越集中；事实上，为了实现较短的查询响应 延迟，在条目查询的过程中，任一条目可被cache到任意节点之上；同时为了防止过度cache、保证信息足够新鲜，必须考虑条目在节点上存储的时效性： 越接近目标结点N，该条目保存的时间将越长，反之，其超时时间就越短；保存在目标节点之上的条目最多能够被保留24小时，如果在此期间该条目被其发布源重 新发布的话，其保存时间还可以进一步延长。

**6. Kad网络节点需要维护哪些状态信息?**

在Kad网络中，每一个节点均维护了160个list，其中的每个list均被称之为一个k-桶(k-bucket)，如下图所示。在第i个 list中，记录了当前节点已知的与自身距离为2^i~2^(i+1)的一些其他对端节点的网络信息(Node ID，IP地址，UDP端口)，每一个list(k-桶)中最多存放k个对端节点信息，注意，此处的k与上文所提到的复制系数k含义是一致的；每一个 list中的对端节点信息均按访问时间排序，最早访问的在list头部，而最近新访问的则放在list的尾部。

![http://www.cppblog.com/images/cppblog_com/shenhuafeng/2600/r_k_bucket.png](data:image/png;base64,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)

k-桶中节点信息的更新基本遵循Least-recently Seen Eviction原则：当list容量未满(k-桶中节点个数未满k个)，且最新访问的对端节点信息不在当前list中时，其信息将直接添入list队 尾，如果其信息已经在当前list中，则其将被移动至队尾；在k-桶容量已满的情况下，添加新节点的情况有点特殊，它将首先检查最早访问的队首节点是否仍 有响应，如果有，则队首节点被移至队尾，新访问节点信息被抛弃，如果没有，这才抛弃队首节点，将最新访问的节点信息插入队尾。可以看出，尽可能重用已有节 点信息、并且按时间排序是k-桶节点更新方式的主要特点。从启发性的角度而言，这种方式具有一定的依据：在线时间长一点的节点更值得我们信任，因为它已经 在线了若干小时，因此，它在下一个小时以内保持在线的可能性将比我们最新访问的节点更大，或者更直观点，我这里再给出一个更加人性化的解释：MP3文件交 换本身是一种触犯版权法律的行为，某一个节点反正已经犯了若干个小时的法了，因此，它将比其他新加入的节点更不在乎再多犯一个小时的罪……-\_-b

由上可见，设计采用这种多k-bucket数据结构的初衷主要有二：a. 维护最近-最新见到的节点信息更新；b. 实现快速的节点信息筛选操作，也就是说，只要知道某个需要查找的特定目标节点N的ID，我们便可以从当前节点的k-buckets结构中迅速地查出距离N 最近的若干已知节点。

**7. 在Kad网络中如何寻找某特定的节点?**

已知某节点ID，查找获得当前Kad网络中与之距离最短的k个节点所对应的网络信息(Node ID，IP地址，UDP端口)的过程，即为Kad网络中的一次节点查询过程(Node Lookup)。注意，Kad之所以没有把节点查询过程严格地定义成为仅仅只查询单个目标节点的过程，这主要是因为Kad网络并没有对节点的上线时间作出 任何前提假设，因此在多数情况下我们并不能肯定需要查找的目标节点一定在线或存在。

整个节点查询过程非常直接，其方式类似于DNS的迭代查询：  
a. 由查询发起者从自己的k-桶中筛选出若干距离目标ID最近的节点，并向这些节点同时发送异步查询请求；  
b .被查询节点收到请求之后，将从自己的k-桶中找出自己所知道的距离查询目标ID最近的若干个节点，并返回给发起者；  
c. 发起者在收到这些返回信息之后，再次从自己目前所有已知的距离目标较近的节点中挑选出若干没有请求过的，并重复步骤1；  
d. 上述步骤不断重复，直至无法获得比查询者当前已知的k个节点更接近目标的活动节点为止。  
e. 在查询过程中，没有及时响应的节点将立即被排除；查询者必须保证最终获得的k个最近节点都是活动的。

简单总结一下上述过程，实际上它跟我们日常生活中去找某一个人打听某件事是非常相似的，比方说你是个Agent Smith，想找小李(key)问问他的手机号码(value)，但你事先并不认识他，你首先肯定会去找你所认识的和小李在同一个公司工作的人，比方说小 赵，然后小赵又会告诉你去找与和小李在同一部门的小刘，然后小刘又会进一步告诉你去找和小李在同一个项目组的小张，最后，你找到了小张，哟，正好小李出差 去了(节点下线了)，但小张恰好知道小李的号码，这样你总算找到了所需的信息。在节点查找的过程中，“节点距离的远近”实际上与上面例子中“人际关系的密 切程度”所代表的含义是一样的。

最后说说上述查询过程的局限性：Kad网络并不适合应用于模糊搜索，如通配符支持、部分查找等场合，但对于文件共享场合来说，基于关键词的精确查找 功能已经基本足够了(值得注意的是，实际上我们只要对上述查找过程稍加改进，并可以令其支持基于关键词匹配的布尔条件查询，但仍不够优化)。这个问题反映 到eMule的应用层面来，它直接说明了文件共享时其命名的重要性所在，即，文件名中的关键词定义得越明显，则该文件越容易被找到，从而越有利于其在 P2P网络中的传播；而另一方面，在eMule中，每一个共享文件均可以拥有自己的相关注释，而Comment的重要性还没有被大家认识到：实际上，这个 文件注释中的关键词也可以直接被利用来替代文件名关键词，从而指导和方便用户搜索，尤其是当文件名本身并没有体现出关键词的时候。

**8. 在Kad网络中如何存储和搜索某特定的条目?**

从本质上而言，存储、搜索某特定条目的问题实际上就是节点查找的问题。当需要在Kad网络中存储一个条目时，可以首先通过节点查找算法找到距离 key最近的k个节点，然后再通知它们保存条目即可。而搜索条目的过程则与节点查询过程也是基本类似，由搜索发起方以迭代方式不断查询距离key较近的节 点，一旦查询路径中的任一节点返回了所需查找的value，整个搜索的过程就结束。为提高效率，当搜索成功之后，发起方可以选择将搜索到的条目存储到查询 路径的多个节点中，作为方便后继查询的cache；条目cache的超时时间与节点-key之间的距离呈指数反比关系。

**9. 一个新节点如何首次加入Kad网络?**

当一个新节点首次试图加入Kad网络时，它必须做三件事，其一，不管通过何种途径，获知一个已经加入Kad网络的节点信息(我们可以称之为节点 I)，并将其加入自己的k-buckets；其二，向该节点发起一次针对自己ID的节点查询请求，从而通过节点I获取一系列与自己距离邻近的其他节点的信 息；最后，刷新所有的k-bucket，保证自己所获得的节点信息全部都是新鲜的。

# [P2P之Kademlia (一)](http://blog.csdn.net/cz_hyf/article/details/5076988)
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参考原文:http://en.wikipedia.org/wiki/Kademlia

参考资料:http://blog.csdn.net/tsingmei/archive/2008/09/13/2924368.aspx

**Kademlia**

        Kademlia是一种通过分布式哈希表实现的协议算法，他是由Petar和David为非集中式P2P计算机网络而设计的。Kademlia规定了网络的结构，也规定了通过节点查询进行信息交换的方式。Kademlia网络节点之间使用UDP进行通讯。参与通讯的所有节点形成一张虚拟网（或者叫做覆盖网）。这些节点通过一组数字（或称为节点ID）来进行身份标识。节点ID不仅可以用来做身份标识，还可以用来进行值定位（值通常是文件的散列或者关键词）。其实，节点ID与文件散列直接对应，它所表示的那个节点存储着哪儿能够获取文件和资源的相关信息。

      当我们在网络中搜索某些值（即通常搜索存储文件散列或关键词的节点）的时候，Kademlia算法需要知道与这些值相关的键，然后分步在网络中开始搜索。每一步都会找到一些节点，这些节点的ID与键更为接近，如果有节点直接返回搜索的值或者再也无法找到与键更为接近的节点ID的时候搜素便会停止。这种搜索值的方法是非常高效的：与其他的分布式哈希表的实现类似，在一个包含n个节点的系统的值的搜索中，Kademlia仅访问O(log(n))个节点。

        非集中式网络结构还有更大的优势，那就是它能够显著增强抵御拒绝服务攻击的能力。即使网络中的一整批节点遭受泛洪攻击，也不会对网络的可用性造成很大的影响，通过绕过这些漏洞（被攻击的节点）来重新编织一张网络，网络的可用性就可以得到恢复。

**内容**

**1 系统细节**

**1.1 路由表  
 1.2 系统细节  
 1.3 定位节点  
 1.4 定位资源  
 1.5 加入Kademlia网络  
 1.6 查询加速**

**2 学术意义**

**3 在文件分享网络中的应用**

**1 系统细节**

        第一代P2P文件分享网络，像Napster,依赖于中央数据库来协调网络中的查询，第二代P2P网络，像Gnutella,使用泛洪来查询文件，它会搜索网络中的所有节点，第三代p2p网络使用分布式哈希表来查询网络中的文件，分布式哈希表在整个网络中储存资源的位置，这些协议追求的主要目标就是快速定位期望的节点。

        Kademlia基于两个节点之间的距离计算，该距离是两个网络节点ID号的异或，计算的结果最终作为整形数值返回。关键字和节点ID有同样的格式和长度，因此，可以使用同样的方法计算关键字和节点ID之间的距离。节点ID一般是一个大的随机数，选择该数的时候所追求的一个目标就是它的唯一性（希望在整个网络中该节点ID是唯一的）。异或距离跟实际上的地理位置没有任何关系，只与ID相关。因此很可能来自德国和澳大利亚的节点由于选择了相似的随机ID而成为邻居。

        选择异或是因为通过它计算的距离享有几何距离公式的一些特征，尤其体现在以下几点：

        节点和它本身之间的异或距离是0

        异或距离是对称的：即从A到B的异或距离与从B到A的异或距离是等同的

        异或距离符合三角形不等式：给定三个顶点A B C，假如AC之间的异或距离最大,那么AC之间的异或距离必小于或等于AB异或距离和BC异或距离之和.

        由于以上的这些属性，在实际的节点距离的度量过程中计算量将大大降低。Kademlia搜索的每一次迭代将距目标至少更近1 bit。一个基本的具有2的n次方个节点的Kademlia网络在最坏的情况下只需花n步就可找到被搜索的节点或值。

**1.1 路由表**

        为了说明简单，本部分基于单个bit构建路由表，如需关于实际路由表的更多信息，请看“查询加速”部分。

        Kademlia路由表由多个列表组成，每个列表对应节点ID的一位（例如:假如节点ID共有128位，则节点的路由表将包含128个列表），包含多个条目，条目中包含定位其他节点所必要的一些数据。列表条目中的这些数据通常是由其他节点的IP地址，端口和节点ID组成。每个列表对应于与节点相距特定范围距离的一些节点，节点的第n个列表中所找到的节点的第n位与该节点的第n位肯定不同，而前n-1位相同，这就意味着很容易使用网络中远离该节点的一半节点来填充第一个列表（第一位不同的节点最多有一半），而用网络中四分之一的节点来填充第二个列表（比第一个列表中的那些节点离该节点更近一位），依次类推。

        如果ID有128个二进制位，则网络中的每个节点按照不同的异或距离把其他所有的节点分成了128类，ID的每一位对应于其中的一类。

        随着网络中的节点被某节点发现，它们被逐步加入到该节点的相应的列表中，这个过程中包括向节点列表中存信息和从节点列表中取信息的操作，甚至还包括当时协助其他节点寻找相应键对应值的操作。这个过程中发现的所有节点都将被加入到节点的列表之中，因此节点对整个网络的感知是动态的，这使得网络一直保持着频繁地更新，增强了抵御错误和攻击的能力。

        在Kademlia相关的文字作品中，列表也称为K桶，其中K是一个系统变量，如20，每一个K桶是一个最多包含K个条目的列表，也就是说，网络中所有节点的一个列表（对应于某一位，与该节点相距一个特定的距离）最多包含20个节点。

        随着对应的bit位变低（即对应的异或距离越来越短），K桶包含的可能节点数迅速下降（这是由于K桶对应的异或距离越近，节点数越少），因此，对应于更低bit位的K桶显然包含网络中所有相关部分的节点。由于网络中节点的实际数量远远小于可能ID号的数量，所以对应那些短距离的某些K桶可能一直是空的（如果异或距离只有1，可能的数量就最大只能为1，这个异或距离为1的节点如果没有发现，则对应于异或距离为1的K桶则是空的）。
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        让我们看上边的那个简单网络，该网络最大可有2^3，即8个关键字和节点，目前共有7个节点加入，每个节点用一个小圈表示（在树的底部）。我们考虑那个用黑圈标注的节点6，它共有3个K桶，节点0，1和2（二进制表示为000，001和010)是第一个K桶的候选节点，节点3目前（二进制表示为011）还没有加入网络，节点4和节点5（二进制表示分别为100和101）是第二个K桶的候选节点，只有节点7（二进制表示为111）是第3个K桶的候选节点。图中，3个K桶都用灰色圈表示，假如K桶的大小（即K值）是2，那么第一个K桶只能包含3个节点中的2个。

        众所周知，那些长时间在线连接的节点未来长时间在线的可能性更大，基于这种静态统计分布的规律，Kademlia选择把那些长时间在线的节点存入K桶，这一方法增长了未来某一时刻有效节点的数量，同时也提供了更为稳定的网络。

        当某个K桶已满，而又发现了相应于该桶的新节点的时候，那么，就首先检查K桶中最早访问的节点，假如该节点仍然存活，那么新节点就被安排到一个附属列表中(作为一个替代缓存).只有当K桶中的某个节点停止响应的时候，替代cache才被使用。换句话说，新发现的节点只有在老的节点消失后才被使用。

**1.2 协议消息**

        Kademlia协议共有四种消息。

        PING消息—用来测试节点是否仍然在线。  
   
        STORE消息—在某个节点中存储一个键值对。  
   
        FIND\_NODE消息—消息请求的接收者将返回自己桶中离请求键值最近的K个节点。

        FIND\_VALUE消息，与FIND\_NODE一样，不过当请求的接收者存有请求者所请求的键的时候，它将返回相应键的值。

        每一个RPC消息中都包含一个发起者加入的随机值，这一点确保响应消息在收到的时候能够与前面发送的请求消息匹配。

# [P2P之Kademlia (二)](http://blog.csdn.net/cz_hyf/article/details/5178330)

标签： [p2p](http://www.csdn.net/tag/p2p)[网络](http://www.csdn.net/tag/%e7%bd%91%e7%bb%9c)[存储](http://www.csdn.net/tag/%e5%ad%98%e5%82%a8)[performance](http://www.csdn.net/tag/performance)[system](http://www.csdn.net/tag/system)[internet](http://www.csdn.net/tag/internet)
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[作者同类文章](http://blog.csdn.net/cz_hyf/article/category/258047)*X*

**1.3 定位节点**

    节点查询可以异步进行，也可以同时进行，同时查询的数量由α表示，一般是3。在节点查询的时候，

它先得到它K桶中离所查询的键值最近的K个节点，然后向这K个节点发起 FIND\_NODE消息请求，消息

接收者收到这些请求消息后将在他们的K桶中进行查询，如果他们知道离被查键更近的节点，他们就返回

这些节点（最多K个）。消息的请求者在收到响应后将使用它所收到的响应结果来更新它的结果列表，这个

结果列表总是保持K个响应FIND\_NODE消息请求的最优节点（即离被搜索键更近的K个节点）。 然后消息发

起者将向这K个最优节点发起查询，不断地迭代执行上述查询过程。因为每一个节点比其他节点对它周边的节

点有更好的感知能力，因此响应结果将是一次一次离被搜索键值越来越近的某节点。如果本次响应结果中的节

点没有比前次响应结果中的节点离被搜索键值更近了，这个查询迭代也就终止了。 当这个迭代终止的时候，响

应结果集中的K个最优节点就是整个网络中离被搜索键值最近的K个节点（从以上过程看，这显然是局部的，而

非整个网络）

    节点信息中可以增加一个往返时间，或者叫做RTT的参数，这个参数可以被用来定义一个针对每个被查

询节点的超时设置，即当向某个节点发起的查询超时的时候，另一个查询才会发起，当然，针对某个节点的查询

在同一时刻从来不超过α个。

**1.4 定位资源**

    通过把资源信息与键进行映射，资源即可进行定位，哈希表是典型的用来映射的手段。由于以前的STORE

消息，存储节点将会有对应STORE所存储的相关资源的信息。定位资源时，如果一个节点存有相应的资源的

值的时候，它就返回该资源，搜索便结束了，除了该点以外，定位资源与定位离键最近的节点的过程相似。

     考虑到节点未必都在线的情况，资源的值被存在多个节点上（节点中的K个），并且，为了提供冗余，还

有可能在更多的节点上储存值。 储存值的节点将定期搜索网络中与储存值所对应的键接近的K个节点并且把

值复制到这些节点上，这些节点可作为那些下线的节点的补充。另外，对于那些普遍流行的内容，可能有更

多的请求需求，通过让那些访问值的节点 把值存储在附件的一些节点上（不在K个最近节点的范围之类）来

减少存储值的那些节点的负载，这种新的存储技术就是缓存技术。通过这种技术，依赖于请求的数量，资源

的值被存储在离键越来越远的那些节点上，这使得那些流行的搜索可以更快地找到资源的储存者。由于返回

值的节点的NODE\_ID远离值所对应的关键字，网络中的“热点”区域存在的可能性也降低了。依据与键的距

离，缓存的那些节点在一段时间以后将会删除所存储的缓存值。 DHT的某些实现（如Kad）即不提供冗余

（复制）节点也不提供缓存，这主要是为了能够快速减少系统中的陈旧信息。在这种网络中，提供文件的

那些节点将会周期性地更新网络上的信息（通过NODE\_LOOKUP消息和STORE消息）。当存有某个文件

的所有节点都下线了，关于该文件的相关的值（源和关键字）的更新也就停止了，该文件的相关信息也就

从网络上完全消失了。

**1.5 加入网络**

      想要加入网络的节点首先要经历一个引导过程。 在引导过程中，节点需要知道其他已加入该网络的某个

节点的IP地址和端口号（可从用户或者存储的列表中获得）。假如正在引导的那个节点还未加入网络，它

会计算一个目前为止还未分配给其他节点的随机ID号， 直到离开网络，该节点会一直使用该ID号。

      正在加入Kademlia网络的节点在它的某个K桶中插入引导节点（负责加入节点的初始化工作），然后向

它的唯一邻居（引导节点）发起NODE\_LOOKUP操作请求来定位自己，这种“自我定位”将使得Kademlia

的其他节点（收到请求的节点）能够使用新加入节点的Node Id填充他们的K桶，同时也能够使用那些查询过

程的中间节点(位于新加入节点和引导节点的查询路径上的其他节点)来填充新加入节点的K桶。这一自查询过

程使得新加入节点自引导节点所在的那个K桶开始，由远及近，逐个得到刷新，这种刷新只需通过位于K桶范

围内的一个随机键的定位便可达到。

      最初的时候，节点仅有一个K桶（覆盖所有的ID范围），当有新节点需要插入该K桶时，如果K桶已满，K桶

就开始分裂，（参见A Peer-to-peer Information System 2.4）分裂发生在节点的K桶的覆盖范围（表现为二叉

树某部分从左至右的所有值）跨过了该节点本身的ID的时候。对于节点内距离节点最近的那个K桶，Kademlia

可以放松限制（即可以到达K时不发生分裂），因为桶内的所有节点离该节点距离最近，这些节点个数很可能

超过K个，而且节点希望知道所有的这些最近的节点。因此，在路由树中，该节点附近很可能出现高度不平衡

的二叉子树。假如K是20，新加入网络的节点ID为“xxx000011001”，则前缀为“xxx0011……”的节点可能有

21个，甚至更多，新的节点可能包含多个含有21个以上节点的K桶。（位于节点附近的k桶）。 这点保证使得

该节点能够感知网络中附近区域的所有节点。（参见A Peer-to-peer Information System 2.4）

**1.6 查询加速**

    Kademlia使用异或来定义距离。两个节点ID的异或（或者节点ID和关键字的异或）的结果就是两者之间的距

离。对于每一个二进制位来说，如果相同，异或返回0，否则，异或返回1。异或距离满足三角形不等式：任何

一边的距离小于（或等于）其它两边距离之和。

   异或距离使得Kademlia的路由表可以建在多个bit之上，即可使用位组（多个位联合）来构建路由表。位组可

以用来表示相应的K桶，它有个专业术语叫做前缀，对一个m位的前缀来说，可对应2^m-1个K桶。(m位的前缀

本来可以对应2^m个K桶)另外的那个K桶可以进一步扩展为包含该节点本身ID的路由树。一个b位的前缀可以把

查询的最大次数从logn减少到logn/b.这只是查询次数的最大值，因为自己K桶可能比前缀有更多的位与目标键

相同，（这会增加在自己K桶中找到节点的机会，假设前缀有m位，很可能查询一个节点就能匹配2m甚至更多

的位组），所以其实平均的查询次数要少的多。

（参考Improving Lookup Performance over a Widely-Deployed DHT第三部分）

    节点可以在他们的路由表中使用混合前缀，就像eMule中的Kad网络。如果以增加查询的复杂性为代价，

Kademlia网络在路由表的具体实现上甚至可以是有异构的。

**2 学术意义**

    尽管异或标准对于理解Kademlia并不是必要，但是对于协议的分析却至关重要。 异或运算形成了允许闭

合分析的循环群，为了能够预见网络的行为和正确性，其他的一些DHT协议和算法都要求模拟或复杂的形式

分析，而Kademlia并不需要，另外，把位组作为路由信息也简化了Kademlia算法。

**3 在文件分享网络中的应用**

    Kademlia可在文件分享网络中使用，通过制作Kademlia关键字搜索，我们能够在文件分享网络中找到我们

需要的文件以供我们下载。由于没有中央服务器存储文件的索引，这部分工 作就被平均地分配到所有的客户

端中去：假如一个节点希望分享某个文件，它先根据文件的内容来处理该文件，通过运算，把文件的内容散列

成一组数字，该数字在文件分享网络中可被用来标识文件。这组散列数字必须和节点ID有同样的长度，然后，

该节点便在网络中搜索ID值与文件的散列值相近的节点，并把它自己的IP地址存储在那些搜索到的节点上，也就

是说，它把自己作为文件的源进行了发布。正在进行文件搜索的客户端将使用Kademlia协议来寻找网络上ID值

与希望寻找的文件的散列值最近的那个节点，然后取得存储在那个节点上的文件源列表。由于一个键可以对应

很多值，即同一个文件可以有多个源，每一个存储源列表的节点可能有不同的文件的源的信息，这样的话，

源列表可以从与键值相近的K个节点获得。

    文件的散列值通常可以从其他的一些特别的Internet链接的地方获得，或者被包含在从其他某处获得的索引文

件中。文件名的搜索可以使用关键词来实现，文件名可以分割成连续的几个关键词，这些关键词都可以散列并

且可以和相应的文件名和文件散列储存在网络中。搜索者可以使用其中的某个关键词，联系ID值与关键词散列

最近的那个节点，取得包含该关键词的文件列表。由于在文件列表中的文件都有相关的散列值，通过该散列值

就可利用上述通常取文件的方法获得要搜索的文件。

# 经典论文系列，供学习和交流，欢迎指正。

# Kademlia ：一种基于 XOR 度量的 P2P 信息系统

Petar Maymounkov and David Mazieres

{petar,dm}@cs.nyu.edu

[http://kademlia.scs.cs.nyu.edu](http://kademlia.scs.cs.nyu.edu/)

New York University

原文： <http://pdos.csail.mit.edu/~petar/papers/maymounkov-kademlia-lncs.pdf>

**邓辉 译**

**摘要：**

       在本文中，我们介绍一种 P2P 的分布式 hash 表，其在不可靠的环境中也具有可证明的一致性和性能特征。我们的系统使用一种新颖的基于 XOR 度量的拓扑方法来路由查询请求和定位节点，该方法简化了算法，且方便了证明。该拓扑方法具有这样的特性：节点间所交换的每条消息都传递或者增强着有用的联系信息。系统利用该信息来发送并行、异步的查询消息以容忍节点故障，同时又不会让用户感到时延。

## 1 介绍

       本文介绍了 Kademlia ，一种 P2P 的分布式 hash 表（ DHT ）。 Kademlia 具有很多所希望的特性，而这些特性是任何先前的 DHT 无法同时拥有的。它最小化了节点为了相互了解而发送的配置消息的数量。配置信息伴随着 key 的查询自动地散布开来。节点具有可以在低响应性的路径上路由查询请求所需要的足够的知识和灵活性。 Kademlia 的查询请求是并行、异步的，从而避免了故障节点所导致的超时延迟问题。节点在记录其他节点是否可用时所采用的算法可以阻止某些基本的拒绝服务工具。最后， Kademlia 的几个重要属性可以仅仅基于一些关于在线时间分布的弱假设就可以被规范地证明（我们通过对当前 P2P 系统的度量证实了这些假设）。

       Kademlia 采用了很多 DHTs 中所使用的基本方法。 Keys 是不透明的、 160 位长的数（比如：某些大数据的 SHA-1 hash 值）。参与其中的计算机都具有一个节点 ID ，位于这 160 位 key 空间之中。根据某种对“接近”的定义， <key ， value> 对被存储在 ID 和 key “接近”的节点之上。最终，一种基于节点 ID 的路由算法可以让每个节点都能够高效地定位出和任意给定目标 key 接近的服务器。

       在 Kademlia 中， key 空间中的点之间的距离是基于 XOR 度量进行的，这种新颖的方法为其带来了诸多好处。 XOR 是对称的，因此 Kademlia 节点所接收到的 lookup 查询请求的发送者就具有和其路由表中的节点完全一样的分布。不具有这个特性的系统（比如： Chord 【 5 】）无法从其所收到的查询请求中学习有用的路由信息。更糟糕的是，缺乏这种对称性会导致呆板的路由表。在 Chord 中，节点 finger 表中的每个条目中所存储的节点，必须恰好是 ID 空间中的某个区间的前驱。实际存在于该区间中的任何一个节点和该区间中的前驱节点之间的距离可能相距甚远。而 Kademlia 则可以向一个区间中的任何节点发送查询请求，这样就可以根据响应时间选择路由，甚至可以向多个合适的节点发送并行、异步的查询请求。

       在找出那些和某个特定 ID 接近的节点的过程中， Kademlia 仅使用了唯一的一个路由算法。其他的系统则不是这样，它们先使用一个算法来接近目标 ID ，然后在最后几步定位中则采用了另外一个算法。在当前的系统中， Pastry 【 1 】中的第一阶段算法与 Kademlia 最为相似，也是采用 Kademlia 的 XOR 度量方法连续查找，以大至折半的速度逼近目标 ID （其作者并没有这样去描述）。但是，在其第二阶段中， Pastry 改变的距离度量方法，转为使用 IDs 间的数值差。在数据复制时， Pastry 同样采用了另外一种数值差度量方法。遗憾的是，在第 2 种度量方法中距离接近的节点用第一种方法来度量可能相距甚远，从而导致针对某个特定节点 ID 的不连续性，造成性能下降，并且难以对其最差情况进行规范化分析。

## 2 系统描述

       总的来说，我们采用了和其他 DHTs 中完全一样的方法：节点的 ID 是 160 位不透明的值，我们的算法也是逐步“逼近”所期望的 ID ，并以对数级的速度收敛到要查询的目标。

       Kademlia 把节点看做是一棵二叉树的叶子，其中每个节点的位置由其 ID 的最短唯一前缀决定。图 1 展示了一棵示例树中唯一前缀为 0011 的节点的位置。对于任何一个给定节点，我们都把树划分成一系列不包含该节点的逐步降低的子树。最高层的子树由二叉树中不含该节点的那一半组成。接下来的子树由剩下的树中不包含该节点的子树组成，以此类推。对于示例图中的节点 0011 ，子树被圆圈标识出来，分别由所有前缀为 1 ， 01 ， 000 以及 0010 的节点组成。

       Kademlia 协议保证了每个节点都至少知晓这些子树中的一个节点（如果子树不为空的话）。有了这个保证，每个节点就都可以通过 ID 来定位其他任何节点。图 2 展示了节点 0011 定位节点 1110 的示例，其中节点 0011 通过逐步查询它所知道的最佳节点来取得和越来越低层次子树的联系；最后查询收敛到目标节点。

       接下来，我们会补充一些细节，并更具体的描述查询算法。首先，我们会给出 ID 接近这个概念的准确定义，这样就可以谈及“在距离 key 最近的 k 个节点上存储或者查询 <key ， value> 对”这样的行为。然后，我们会介绍一个查询协议，该协议即使在任何节点都不和某个 key 具有相同的前缀或者和某个给定节点关联的子树中有一些为空的情况下，都可以正常工作。

### 2.1 XOR 度量

       每个 Kademlia 节点都具有一个 160 位的节点 ID 。我们可以像 Chord 那样对节点 IDs 进行规范的组织，不过，目前它们只是随机的 160 位标示符。节点所发送的每个消息中都包括该节点的 ID ，这样接收者就可以在需要时记录下发送者的在线状态。

       Keys 也是 160 位的标示符。 Kademlia 根据两个标示符之间的距离来把 <key ， value> 对分配给特定的节点。对于两个 160 位标示符 x 和 y ， Kademlia 把它们之间的距离定义为二者按位异或（ XOR ）结果的整数值， d(x,y)=x ⊕y 。

    首先，XOR 是一种有效的度量方法（虽然不是欧几里得几何意义上的）。很显然，d(x,x)=0 ；当x 不等于y 时，d(x,y)>0 ，并且对于任意的x,y 来说，d(x,y)=d(y,x) 。XOR 还具有三角特性：d(x,y)+d(y,z) 大于等于d （x,z ）。该三角特性可以从如下事实得出：d(x,y) ⊕d(y,z)=d(x,z) ，并且对于任意大于等于0 的a 和b ：a+b 都大于等于a ⊕b 。

    同时，XOR 也刻画出了隐含在我们基于二叉树描绘的系统中距离的概念。在160 位ID 的满二叉树中，两个IDs 间的距离大小就是包含它们的最小子树的高度。当树不是满的时，距离ID x 最近的叶子就是其ID 和x 具有最长的公共前缀的那个叶子。如果树中有空的分支，那么具有最长公共前缀的叶子就会有多个。此时，我们基于该树的空分支，把x 对应的位取反得到ID x’ ，那么距离x’ 最近的叶子即为距离x 最近的叶子。

    和Chord 中沿圆周顺时针方向的度量方法一样，XOR 也是单向的。对于任意给定的点x 和距离Δ>0 ，仅存在一个点y 使得d(x,y)= Δ。单向性保证了无论从哪个节点开始查询，都会沿着同样的路径进行收敛。因此，沿着查询路径对<key ，value> 对进行cache 就可以避免热点问题。基于XOR 的拓扑也是对称的（对于所有的x ，y ：d(x,y)=d(y,x) ），这一点和Pastry 一样，在Chord 中则不具有对称性。

### 2.2 节点状态

       Kademlia 节点中保存有路由查询消息所需要的相互联系信息。对于位于 [0,160) 中的每个 i ，每个节点都保存有一个 <IP 地址， UDP 端口，节点 ID> 三元组列表，三元组中的节点 ID 为那些和其距离位于 2 i 和 2 i+1 之间的节点的 ID 。我们称这些列表为 k-buckets 。每个 k-bucket 都按照节点最近联系时间排序——最近未联系的节点放在表头，最近联系的节点放在表尾。对于小的 i 值， k-buckets 一般都是空的（因为不存在没有合适节点）。对于大一些的 i 值，列表的长度可以扩展到 k ， k 是系统范围内定义的复制参数。 k 的值按照这样的方式给出：任意 1 小时内，任意给定的 k 个节点同时失效的可能性很小（比如， k=20 ）。

       当 Kademlia 节点收到任何来自其他节点的消息（请求或者回应）时，就会更新和消息发送者的节点 ID 对应的 k-bucket 。如果发送节点已经存在于接收节点的 k-bucket 中，接收节点就会把其移到列表的尾部。如果发送节点还没有出现在相应的 k-bucket 中，并且该 k-bucket 中的元素个数小于 k ，那么接收节点就把发送着放到列表的尾部。如果相应的 k-bucket 中的元素达到上限，此时，接收节点会 ping 该 k-bucekt 中最近最少联系的节点来决定该如何做。如果最近最少联系的节点没有响应，那么就把其从 k-bucket 中去除，然后把发送节点插入列表尾部。否则，如果收到了最近最少联系的节点的响应，那么就把其移到列表尾部，并丢弃掉发送者节点的联系信息。

       k-buckets 有效地实现了一种最近最少联系的置换策略，只是活动的节点永远不会被从列表中去除。这种对于老联系信息的偏爱来自于我们对 Saroiu 等人【 4 】所收集的 Gnutella 节点跟踪数据的分析。图 3 中展示了那些已经在线一段时间，还会继续在线 1 小时的 Gnutella 节点的百分比。节点已经在线的时间越长，再保持在线一小时的可能性就越高。通过保留那些最老的、活动的联系信息， k-bucekts 最大化了其所保存的节点依然在线的可能性。

       k-buckets 的另外一个好处是，其可以阻止某些 DoS 攻击。攻击者无法通过向系统中洪泛新节点的方法清空节点的路由状态。 Kademlia 节点只会在老节点离开系统时才插入新的节点。

### 2.3 Kademlia 协议

       Kademlia 协议有 4 个 RPCs 组成，分别为： PING ， STORE ， FIND\_NODE 以及 FIND\_VALUE 。 PING RPC 会对一个节点进行探测以确定其是否在线。 STORE 指示一个节点存储一个 <key ， value> 对，以用于以后的获取。

       FIND\_NODE 的参数是一个 160 位的 ID 。该 RPC 的接收者要返回它所知道的距离目标 ID 最近的 k 个节点的三元组 <IP 地址， UDP 端口，节点 ID> 列表。这些三元组可以来自一个 k-bucket ，也可以来自多个（最接近的那个 k-bucket 不满的话）。无论如何，该 RPC 的接收者都必须返回 k 个结果（除非所有的 k-buckets 中的个数加起来也不足 k 个，此时返回知道的所有节点）。

       FIND\_VALUE 和 FIND\_NODE 的行为相似，也是返回三元组 <IP 地址， UDP 端口，节点 ID> 列表，不过有一个例外。如果该 RPC 的接收者曾经收到过针对该 key 的 STORE RPC ，那么它仅返回所存储的值。

       对于所有的 RPCs ，接收者必须在回应中复制一个 160 位的随机 RPC ID ，这可以阻止一些地址欺骗行为。 RPC 的接收者可以把 PING 附带在 RPC 的回应中以进一步确认发送者网络地址的有效性。

       Kademlia 节点必须要做的最重要的事情是找出距离某个给定节点 ID 最近的 k 个节点。我们把这个过程叫做节点查询。 Kademlia 采用了一个递归算法进行节点查询。查询的发起者首先从最近的非空 k-bucket 中选出 a 个节点（如果该 bucket 中元素的个数小于 a ，那么就选出它所知道的 a 个最近的节点）。接着，发起者向选出的这 a 个节点同时发送异步的 FIND\_NODE RPC 。 a 是一个系统范围内的并发参数，比如， 3 。

       在递归步骤中，发起者向从前面 RPC 中学到的节点重新发送 FIND\_NODE 。（这个递归过程可以在前面发起的 a 个 RPCs 都返回前就开始）。从学到的距离目标最近的 k 个节点中，发起者从中选出 a 个还没有询问过的节点，并向它们重发 FIND\_NODE RPC[[1]](http://blog.csdn.net/hoping/article/details/5307320" \l "_ftn1) 。没有相应的节点则立即不予考虑，直到（除非）其响应为止。如果一轮 FIND\_NODES 下来没有发现更为接近的节点，发起者就向还没有查询过的 k 个最近节点重发 FIND\_NODE 。当发起者询问过它所知道的最近的 k 个节点，并且得到了它们的回应时，查询过程结束。当 a=1 时，在消息开销和故障节点的检测时延方面，该算法和 Chord 的接近。不过， Kademlia 可以做到低时延路由，因为它具有选择 k 个节点中的任何一个向其发送请求的灵活性。

       Kademlia 的绝大部分操作都是基于上述查询过程实现的。为了存储一个 <key ， value> 对，节点先找出距离 key 最近的 k 个节点，然后向它们发送 STORE RPCs 。此外，节点在必要时都会重新发布 <key ， value> 对，以保持数据可用（会在 2.5 小节中介绍）。该行为可以确保 <key ， value> 对以非常高的概率持续存在于系统中（我们会在概要证明中介绍）。针对 Kademlia 的当前应用（文件共享），我们同样要求 <key ， value> 的原始发布者每 24 小时就要重新发布一次。否则，在发布的 24 小时之后， <key ， value> 对就会过期，这样就限制了系统中过期索引信息的数量。对其他应用来说（比如数字认证或者用于值映射的加密 hash ），更长一点过期时间也许会更合适一些。

       要想找到一个 <key ， value> 对，节点首先要执行一个查询过程以找到距离 key 最近的 k 个节点。不过，在查找值时使用的是 FIND\_VALUE RPC 而不是 FIND\_NODE 。此外，当任何一个节点返回了 value 时，该过程就立即结束。出于 caching 的目的，一旦查询成功，发起请求的节点会把 <key ， value> 对存储在它所观察到的距离 key 最近但是没有返回 value 的节点上。

       由于拓扑结构的单向性，后面再次去查找该 key 时，很可能在去查询最接近的节点之前就在 cache 中找到。对于某个特别受欢迎的 key ，系统会在许多节点上对其进行 cache 。为了避免“过度 caching ”，我们把 <key ， value> 对在节点数据库中的过期时间设置成与当前节点和距离 key ID 最近的节点之间的节点个数成指数级反比关系 [[2]](http://blog.csdn.net/hoping/article/details/5307320" \l "_ftn2) 。虽然简单的 LRU 置换策略也能产生出类似的生存期分布，但是我们没有好的方法来选择 cache 的大小，因为节点无法预先知道系统将会存储多少值。

       一般来讲，节点之间往来的请求消息流就可以保持 buckets 最新。为了应对某些极端情况，比如：某个节点区间从来没有进行过查询请求，节点会对过去 1 小时内没有进行过节点查询的所有 kucket 进行更新操作。更新意味着从 bucket 中随机选择一个 ID ，然后执行一次针对该 ID 的节点查询。

       如果一个节点 u 想要加入 Kademlia 网络，它必须要与已经存在于网络中的某个节点 w 取得联系。 u 把 w 插入到相应的 k-bucket 中。接着， u 发起一次针对自己节点 ID 的查询。最后， u 更新比最近相邻节点远的所有 k-buckets 。在更新过程中， u 既填充了自己的 k-buckets ，同时也把自己加入到其他节点的 k-buckets 中。

### 2.4 路由表

       基于 Kademlia 的协议，我们可以很容易地定义出其基本的路由表结构，只是在某些高度不平衡的树中，需要处理一些微妙的情况。路由表是一颗二叉树，其叶子是 k-buckets 。每个 k-bucket 存放着具有某些公共 ID 前缀的节点。前缀就是该 k-bucket 在二叉树中的位置。了因此，每个 k-bucket 覆盖了 ID 空间的某个范围，所有 k-bucket 合起来完整覆盖了整个 160 位 ID 空间。

       节点是根据需要动态分配到路由树中的。图 4 说明了这个过程。一开始，节点 u 的路由树只有一个节点——覆盖整个 ID 空间的单个 k-bucket 。当 u 学到一个新节点的联系信息时，就会试图把其插入到相应的 k-bucket 中。如果该 bucket 不满，简单将其插入即可。否则，如果该 k-bucket 的区间范围包含了 u 自己的节点 ID ，那么该 bucket 会分裂为两个新的 buckets ，原有的内容会被划分到这两个 buckets 中，接着重复插入过程。如果 k-bucket 已满且不含有 u 的节点 ID ，那么就直接丢弃这个新的联系信息。

       当树高度不平衡时，就会出现一个复杂情况。假设节点 u 加入了一个系统，并且是系统那个中仅有的一个 ID 以 000 为前缀的节点。进一步假设系统中 ID 以 001 为前缀的节点个数超过 k 。每个具有前缀 001 的节点都会具有一个空的、应将 u 插入其中的 k-bucket ，但是 u 在对其 bucket 进行更新时只会通知到其中的 k 个节点。为了避免这种情况发生， Kademlia 节点会在一颗多于 k 个节点的子树中保存所有有效的联系星系，即使这会要求对不含有节点自己 ID 的 buckets 进行分割。图 5 说明了这些附加的分割过程。当 u 更新这些分割过的 buckets 时，所有具有 001 前缀的节点都会得到通知。

### 2.5 高效的 key 重新发布

       为了保证 key-value 对在系统中的持久性，节点必须对 key 进行周期性地重新发布。否则，有两种情况会导致对有效 key 的查询失败。首先，在发布时，最初获得 key-value 对的 k 个节点中的一些会离开网络。其次，新加入节点的 ID 相比 key-value 对的原始发布节点，可能距离该 key 更近一些。在这两种情况下，拥有 key-value 对的节点必须要对其进行重新发布，这样就再次保证了从距离该 key 最近的 k 个节点上可以获取该 key 。

       为了对节点离开造成的问题进行弥补， Kademlia 每一小时就对每个 key-value 对进行重新发布。该策略的一种幼稚的实现会导致很多的消息往来——存储 key-value 对的 k 个节点每小时都会先进行一次节点查询然后再进行 k-1 次 STORE RPC 调用。幸运的是，可以对这个重新发布过程进行深度的优化。首先，当节点收到针对某个 key-value 对的 STORE RPC 时，它可以认为该 RPC 也发给了其他 k-1 个最近节点，因此在下一个小时就不会重新发布该 key-value 对。这就保证了只要重新发布间隔不是精确同步的，对于任何一个 key-value 对来说，每小时只会有一个节点对其进行重新发布。

       第 2 个优化可以避免在重新发布 key 之前进行节点查询。如 2.4 小节中所述，为了应对不平衡树，节点在需要时可以分裂 k-buckets 以保证其具有关于一个节点个数超过 k 的边缘子树的全部知识。在重新发布 key-value 对之前，如果节点 u 更新了该子树中 k 个节点的所有 k-buckets ，那么它将自动获取了关于距离某个 key 值最近的 k 个节点的信息。对这些 bucket 的更新代价可以分摊到许多 key 的重新发布上面。

       要想知道为何在对规模大于 k 的子树中的 buckets 进行更新后，就无需再进行节点查询操作，就得考虑两种情况。如果要被重新发布的 key 位于该子树覆盖的 ID 区间内，那么由于该子树的规模至少为 k ，并且 u 具有关于该子树的全部知识，因此 u 一定知道距离该 key 最近的 k 个节点。另一方面，如果 key 位于子树范围之外，而 u 是距离该 key 最近的 k 个节点之一，那么按照 u 的 k-buckets 规则，所有距离该 key 比子树更近一些的区间中的元素都少于 k 。因此， u 将知道这些 k-buckets 中的所有节点，再加上关于子树的知识，就可以得到距离该 key 最近的 k 个节点。

       当一个新节点加入系统时，对于每个 key-vaule 对来说，如果该节点为其 k 个最近节点之一，那么必须对其进行存储。系统中原有的节点同样可以通过其边缘子树的完整知识，知道哪些 key-value 对需要存储在该新增节点上。每个了解到新节点的节点都会发起 STORE RPC 把相关的 key-value 对传送到新节点之上。为了避免重复的 STORE RPC ，只有那些自身 ID 比其他节点 ID 更接近 key 的节点才会进行 key-value 对的传送。

## 3 概要证明

       为了说明我们的系统是完全可用的，我们必须证明： 1 、绝大多数操作都可以在 [logn]+c 的时间内完成（ c 是一个小常量）； 2 、一个 <key ， value> 查询能够以极高的概率得到系统中的存储结果。

       我们先来给出一些定义。对于一个覆盖了距离区间 [2 i ， 2 i+1 ) 的 k-bucket 来说，称 i 为该 bucket 的索引。我们把节点的深度 h 定义为 160-i ，其中 i 为其非空 k-bucket 的最小索引。节点 y 在节点 x 中的 bucket 高度被定义为 y 将被插入到的 bucket 的索引减去 x 的最低有效空 bucket 的索引。因为节点 ID 是随机选择的，所以不太可能出现高度不均衡分布的情况。因此，对于一个具有 n 个节点的系统来说，每个节点的高度很可能都位于 logn 之内。此外，对于一个 ID 来说，第 k 个和其最接近的节点中和其最接近的节点的 bucket 高度很可能位于 logk 之内。

       接下来，我们将假定系统具有一个不变性：每个节点中的每个 k-bucket 都保存至少一个节点的联系信息，如果在相应的区间范围内存在有一个节点的话。有了这个假定，我就可以证明节点查询过程是正确的，并且仅花费对数时间。假设距离目标 ID 最近的节点的深度为 h 。如果该节点的 h 个最高有效 k-buckets 都不为空，那么查询过程将会在每一步中都找到一个近一半的节点（或者说距离短一位），因此在 h-logk 步找到目标节点。如果节点的 k-bucket 中有一个为空，那么目标节点有可能位于空 bucket 所覆盖的区间中。此时，最后的几步就不会折半递减。不过，搜索的过程继续正确进行，就好像 key 中和空 bucket 对应的位被反转过一样。因此，查询算法将总是在 h-logk 步内返回最近的节点。此外，一旦找到最近的节点，并发的粒度就从 a 变成 k 。找到剩余 k-1 个最近节点的步骤的数目就不会超过第 k 个最近节点中最接近节点的 bucket 高度，基本上不太可能大于 logk 加上一个常量。

       现在来证明系统不变性这个假设是正确的。首先，我们来看看当这个不变性成立时， bucket 更新造成的影响。在被更新后， bucket 要么包含有 k 个有效的节点，要么包含其覆盖区间内的所有节点（如果小于 k 个）。（可以根据节点查询过程得出这个结论）。新加入的节点也会被插入到不满的 buckets 中。因此，违反该不变性的唯一方法就是，某个 bucket 覆盖的区间内有 k+1 或者更多的节点，并且 bucket 中实际包含的 k 个节点全部故障，且在其间没有发生过任何查询或者更新操作。但是， k 正好是基于在一个小时（最大刷新时间）内同时故障的概率非常小这个概率选取的。

       实际上， k 个节点 在一个小时内失效的概率要远小于其 离开的概率，因为每个进出的请求都会更新节点的 buckets 。这个结果来自于 XOR 度量的对称性，因为在入或者出请求期间，和一个给定节点通信的节点的 ID 的分布和该节点的 bucket 区间范围完全一致。

       另外，即使该不变性在某个节点中的某个 bucket 中失效，也只会对查找时间造成影响（对某些查询来说，增加了一个 hop ），而不会对节点查询的正确性造成影响。要想使某个查询失败，查询路径上的 k 个节点必须在相同的 bucket 中都丢掉 k 个节点，并且其间没有任何查询或者更新操作。如果不同节点的 buckets 之间没有重叠，这件事发生的概率为 2 -k2 。否则，出现在多个节点 bucket 中的节点很可能具有更长一些的在线时间，因此失效的概率也更低一些。

       现在，我们来看看 <key ， value> 对的恢复问题。当 <key ， value> 对被发布后，会被存储在距其最近的 k 个节点上。并且每小时都会被重新发布。因为即使新增的节点（最不可靠）也具有 50% 的概率再在线一个小时，所以一小时后，该 <key ， value> 仍然存在于距其最近的 k 个节点中的一个上的概率为： 1-2 -k 。这个性质不会由于新增节点距离该 key 近而改变，因为只要这种节点一加入，就会联系距其最近的节点以填充其 buckets ，并收到任何它们应该存储的临近的 <key ， value> 对。当然，当距离某个 key 最近的 k 个节点都故障并且 <key ， value> 对也没有在别处 cache 的话， Kademlia 将无法存储该对，因此该 key 会丢失。

## 4 实现要点

       在本小节中，我们将介绍两个用来改进 Kademlia 实现性能的重要技术。

### 4.1 优化联系信息记录方法

       对 k-buckets 的最基本要求是能够完成 LRU 检查策略，并且能够在不丢失任何有效联系信息的情况下去除那些失效的联系信息。如 2.2 小节中所述，如果 k-bucket 已满，那么每当收到一条来自该 bucket 区间范围内的未知节点的消息时，都得发送一条 PING RPC 。这条 PING RPC 用来检查 k-bucket 中最近最少使用的联系信息是否仍然有效。如果已经失效，就用新的联系信息取代之。糟糕的是，该算法会导致大量的 PINGs 网络消息。

       为了减少这些流量， Kademlia 会延迟这个探测行为，直到需要向它们发送有用的信息。当 Kademlia 节点收到来自一个未知节点的 RPC ，并且针对该节点的 k-bucket 已经满时，该节点就把新的联系信息放在一个节点“置换 cache ”中（具有替换 k-bucket 中过期条目的资质）。当该节点再次查询该 k-bucket 中的节点时，没用响应的节点都会被清除，并由置换 cache 中的元素取代。置换 cache 是按照最近联系时间排序的，最近联系的节点具有最高的置换优先级。

       有一个和 Kademlia 使用 UDP 相关的问题，当网络丢包时，会丢失一些有效节点的响应信息。因为丢包通常意味着网络拥塞，所以 Kademlia 会锁定那些未能响应的节点，并在一个以指数级增加的退避时间区间内不向它们发送任何 RPCs 。因为在 Kademlia 查询过程中，大部分情况下只需联系到 k 个节点中的一个，所以一般情况下，系统不会向同一节点重传被丢弃的 RPCs 。

       如果对于连续的 5 条 RPCs ，节点都没有响应时，就被认为过期。如果此时 k-bucket 不满，或者其置换 cache 为空，那么 Kademlia 就只是把过期的联系信息打上标记，而不是把它们去除。这就保证了当节点自己的网络连接暂时出现问题时，不会完全清除其所有 k-buckets 。

### 4.2 加速查询

       实现中的另外一个优化技术为：通过增加路由表的规模来减少每个查询涉及的步数。从概念层面来讲，可以通过每次使用 ID 中的 b 位而不是一位来实现。如前面所介绍的，每个查询的期望步数为 log 2 n 。如果把路由表的规模扩大到 2 b log 2 b n 个 k-buckets ，那么就可以把期望的步数减至 log 2 b n 。

       2.4 小节中介绍了当 Kademlia 节点的 k-bucket 满且其区间包含了节点自己的 ID 时，如何去分裂该 k-bucket 。不过，在实现中，也会把不包含节点自己 ID 的区间分裂成 b-1 层。比如，如果 b=2 ，不包含节点 ID 的那一半 ID 空间会分裂一次（变成两个区间）；如果 b=3 ，会分裂成两层，最多四个区间，以此类推。大致的分裂规则为：如果一个满的 k-bucket 包含了节点自身的 ID 或者其在路由树中深度 d 满足 d ≡ 0(mob b) ，就会被分裂。在当前的实现中 b=5 。

       虽然基于 XOR 的路由算法和 Pastry 【 1 】、 Tapestry 【 2 】以及 Plaxton 分布式搜素算法【 3 】中第一阶段的路由算法很相似，但是当它们一般化到 b>1 时就都变得非常复杂。如果没有基于 XOR 的拓扑，就需要另外使用一个算法结构来从具有相同前缀但是后 b 位又不同的节点中找出目标节点。这三个算法采用了不同的方法来解决这个问题，各具缺点；除了大小为 O(2 b log 2 b n) 的主路由表外，它们都需要一个大小为 O(2 b ) 的二级路由表。这增加了启动和维护的成本，也使协议变得复杂，并且对于 Pastry 和 Tapestry 来说，也使得对其进行正确性和一致性方面的规范分析变得困难或不可能。有一个针对 Plaxton 的证明，但是该系统难以适应像 P2P 这样的高故障概率环境。

## 5 总结

       由于采用了基于 XOR 度量的拓扑结构， Kademlia 是第一个同时具有可证明的一致性和性能、最小延迟路由以及对称的、单向拓扑等优点的 P2P 系统。更进一步， Kademlia 还引入了一个并发参数， a ，可以让我们通过调整带宽中的一个常数因子来达成可以异步地选取具有最小时延的下一跳以及无延迟的错误恢复。最后， Kademlia 是第一个利用了节点失效概率和其在线时间反相关这个事实的 P2P 系统。
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[[1]](http://blog.csdn.net/hoping/article/details/5307320" \l "_ftnref1) 可以在 bucket 元素以及 FIND 的回应中增加 round trip 时间信息，用来挑选这 a 个节点。

[[2]](http://blog.csdn.net/hoping/article/details/5307320" \l "_ftnref2) 该数目可以从当前节点的 bucket 结构中推导出来。