1. 搜索
2. 为什么搜索？（搜索和推荐的意义）
   1. 信息过载，数据爆炸性的增长，而人的处理能力有限；
   2. 网页数量近千亿，数据总量10万亿GB；
3. 什么是搜索？
   1. 从大规模非结构化数据(通常是文本)的集合(通常保存在计算机上)中找出满足用户信息需求的资料(通常是文档)的过程
   2. 作为一门学科，是研究信息的**获取**(acquisition)、**表示**(representation)、**存储**(storage)、**组织**(organization)和**访问**(access)的一门学问
4. 信息检索的本质：
   1. 给定一个查询*Q*，
   2. 从文档集合*C*中
   3. 计算每篇文档*D*与*Q*的相关度
   4. 并排序(Ranking)。
5. 什么是相关度？
   1. 形式上说，信息检索中的**相关度**是一个函数*f*，输入是查询*Q*、文档*D*和文档集合*C*，返回的是一个实数值 R, *R* = *f*(*Q*,*D*,*C*)
   2. 相关度通常只有相对意义，
      1. 对一个*Q*，不同文档的相关度可以比较，
      2. 而对于不同的*Q*的相关度不便比较
   3. **相关度(relevance)不同于相似度(Similarity)**
      1. 相关取决于用户的判断，是一个主观概念
      2. 不同用户做出的判断很难保证一致
      3. 即使是同一用户在不同时期、不同环境下做出的判断也不尽相同
6. 什么是信息检索模型？
   1. 描述信息检索中的文档、查询和它们之间关系(匹配函数)的数学模型。
7. 信息检索的主要技术
   1. 文本分析
      1. NLP
   2. 建立索引
   3. 查询
      1. 查询分析 NLP
      2. 相关度计算
         1. 和信息检索模型相关
   4. 排序
      1. 实验室评价
8. 搜索引擎的主要技术
   1. 爬虫
   2. 文本分析
      1. NLP
   3. 索引
   4. 查询
      1. 查询分析 NLP
      2. 相关度计算
   5. 排序
   6. 用户反馈
      1. refine query , relaxing query
9. 搜索引擎的工作原理
   1. **爬行和抓取**
      1. 爬虫程序（Spider，robot ）
      2. 搜索引擎从已知的数据库出发，就像正常用户的[浏览器](http://baike.baidu.com/view/7718.htm)一样访问这些网页并抓取文件。
      3. 搜索引擎通过这些爬虫去爬互联网上的外链，从这个网站爬到另一个网站，去跟踪网页中的链接，访问更多的网页
      4. 这些新的网址会被存入数据库等待搜索。
   2. 建立索引
      1. 蜘蛛抓取的页面文件分解、分析，并以巨大表格的形式存入数据库，这个过程即是[索引](http://baike.baidu.com/view/262241.htm)（index).
      2. 搜索[引擎](http://baike.baidu.com/view/53607.htm)的核心数据结构为[倒排文件](http://baike.baidu.com/view/228996.htm)（也称[倒排索引](http://baike.baidu.com/view/676861.htm)），
   3. **搜索词处理**
      1. 用户在搜索[引擎](http://baike.baidu.com/view/53607.htm)界面输入关键词，单击“搜索”按钮后，搜索引擎程序即对[搜索词](http://baike.baidu.com/view/58654.htm)进行处理，
      2. 如中文特有的分词处理，去除[停止词](http://baike.baidu.com/view/2860648.htm)，判断是否需要启动整合搜索，
      3. 判断是否有拼写错误或错别字等情况。
   4. 排序
      1. 对[搜索词](http://baike.baidu.com/view/58654.htm)处理后，搜索引擎程序便开始工作，从索引数据库中找出所有包含搜索词的[网页](http://baike.baidu.com/view/828.htm)，并且根据排名算法计算出哪些网页应该排在前面，然后按照一定格式返回到“搜索”页面。
      2. 再好的搜索引擎也无法与人相比，这就是为什么网站要进行[搜索引擎优化](http://baike.baidu.com/view/7147.htm)。没有[SEO](http://baike.baidu.com/view/1047.htm)的帮助，[搜索](http://baike.baidu.com/view/8638.htm)引擎常常并不能正确的返回最相关、最权威、最有用的[信息](http://baike.baidu.com/view/1527.htm)。
10. 搜索引擎的评价
    1. 覆盖面
    2. 更新周期
    3. 响应速度
    4. 排序结果是否满足用户的查询要求
11. 网络爬虫技术
    * + 1. 爬虫的定义
           1. 一种自动获取网页内容的程序，是搜索引擎的重要组成部分, 通俗的讲，也就是通过HTML源码解析来获得想要的内容
        2. 爬取过程的描述
           1. 从一个或若干初始网页的[URL](http://baike.baidu.com/view/1496.htm)开始，
           2. Fetch and parse them
           3. Extract URLs they point to
           4. Place the extracted URLs on a queue
           5. Fetch each URL on the queue and repeat
           6. 直到满足系统的一定停止条件。
        3. 爬虫的功能
           1. 鲁棒性
           2. 礼貌性
           3. 分布式
           4. 可扩展性
           5. 功能可扩展性
           6. 新鲜性
        4. 爬取策略
           1. 理论上，两者能够在大致的时间里完成所有的整个静态网页的爬取工作。
           2. 工程上，网络爬虫更应该定义为“如何在有限的时间里最多的爬下那些重要的网页”
           3. DFS 要限定爬取的深度
           4. 在爬取时为了防止有些错误链接导致的无穷递归爬取，需要限定爬取的深度。
           5. 此外层次越深的网页对用户来说可用的信息越少，理论上呈对数的倒数关系
        5. URL查重：哈希法
        6. 文档查重：文档指纹
        7. 常见的开源软件
           1. Nutch
           2. Heritrix
12. 网页分析技术
13. 什么是正则表达式？
    1. 是由一组普通字符和一组元字符组成的字符串，
    2. 用来表示符合一定模式的一组字符串，
    3. 常用于字符串处理，表单验证等场合，
    4. 表示能力与正规文法相同。
14. 正则表达式用来做什么？
    1. 正则表通常被用来检索、替换那些符合某个模式(规则)的文本。
15. 基于正则表达式获取内容的步骤
    1. 在获取数据前应尽量去除无用部分
    2. 提取网页内的链接：
    3. 提取网页标题
    4. 提取网页内的文本
16. 正则表达式的特点
    1. 正则表达式匹配速度快，
    2. 但表达能力较弱，只具有正规文法的表示能力。
    3. 在对网页内容的信噪比要求不高的情况下可以使用基于正则表达式匹配的爬取程序
17. 什么是DOM
    1. 文档对象模型
    2. DOM将HTML视为树状结构的元素，所有元素以及他们的文字和属性可通过DOM树来操作与访问。
18. 开源HTML解析器
    1. **JAVA：HTMLParser,jsoup等**
    2. **jsoup 是一款Java 的HTML解析器，可直接解析某个URL地址、HTML文本内容。它提供了一套非常省力的API，可通过DOM，CSS以及类似于jQuery的操作方法来取出和操作数据。**
    3. **C/C++：htmlcxx等**
    4. **Python：Beautiful Soup等**
    5. **C#：Winista.Htmlparser.Net等**
19. **正则表达式和DOM的比较**
    1. 正则表达式匹配
       1. 正则表达式匹配速度快，但表达能力较弱，只具有正规文法的表示能力。
       2. 在对网页内容的信噪比要求不高的情况下可以使用基于正则表达式匹配的爬取程序
    2. HTML DOM树
       1. 提取HTML DOM树提取在解析HTML时速度较慢，但其表达能力相当于上下文无关文法。
       2. 在网页自动分类等需要进行网页去噪处理的情况时使用基于HTML DOM树的爬取程序。
20. 什么是元搜索
    1. 元搜索引擎又[称多](http://baike.baidu.com/view/703714.htm)搜索[引擎](http://baike.baidu.com/subview/53607/5078350.htm)
    2. 通过一个统一的用户界面帮助用户在多个搜索引擎中选择和利用合适的（甚至是同时利用若干个）搜索引擎来实现检索操作，是对分布于网络的多种检索工具的全局控制机制
21. 网站防爬博弈
    1. 网站防爬取措施
       1. Robot 协议
       2. IP屏蔽
       3. 登录
       4. JavaScript渲染
    2. 方案
       1. 模拟浏览器工作
22. 词项词典
23. 如何建立词项词典？
    1. 文档解析
    2. 词条化
    3. 词项归一化
    4. 词干还原
    5. 词形归并
    6. 停用词
24. 什么是词条化？
    1. 将给定的字符序列拆分成一系列子序列的过程，其中每一个子序列称之为一个“词条”Token
25. 什么是词项归一化？
    1. 将文档和查询中的词条“归一化”成一致的形式
26. 归一化的结果
    1. 在IR系统的词项词典中，形成多个近似词项的一个等价类
27. 词项归一化的**策略**：建立同义词扩展表
    1. 为每个查询维护一张包含多个词的查询扩展词表
    2. 在建立索引建构时就对词进行扩展
28. 西方同音词算法
    1. SoundEx算法
29. 什么是词干还原？
    1. 通常指去除单词两端词缀的启发式过程
    2. 词干还原能够提高召回率，但是会降低准确率
30. 英文处理中最常用的**词干还原**算法
    1. Porter算法
31. 什么是词形归并?
    1. 利用词汇表和词形分析来减少屈折变化的形式，将其转变为基本形式。
    2. 词形归并可以减少词项词典中的词项数量
32. 词干还原和词形归并的区别
    1. 代表意义不同。
       1. Stemming通常指很粗略的去除单词两端词缀的启发式过程。
       2. Lemmatization通常指利用词汇表和词形分析来去除屈折词缀，从而返回词的原形或词典中的词的过程。
    2. 两个过程的区别还在于：
       1. 词干还原在一般情况下会将多个派生相关词合并在一起，
       2. 而词形归并通常只将同一词元的不同屈折形式进行合并。
    3. 词干还原和词形归并，都体现了不同语言之间的差异性
33. 什么是停用词？
    1. 应用太广泛，区分度太低
    2. 对这样的词搜索引擎无法保证能够给出真正相关的搜索结果，难以帮助缩小搜索范围，同时还会降低搜索的效率
34. 消除停用词的优缺点
    1. 优点：
       1. 停用词消除可以减少term的个数
       2. 缩小搜索范围，
       3. 提高搜索的效率
       4. 机器学习文本分类算法的文档的预处理
    2. 缺点：
       1. 有时消除的停用词对检索是有意义的
35. 如何确定停用词
    1. 查表法
    2. 基于文档频率
36. 中文分词
    * + 1. 什么是分词？
           1. 分词就是将连续的字序列按照一定的规范重新组合成词序列的过程。
        2. 分词方法
           1. 基于理解的分词方法
           2. 基于字符串匹配的分词方法
           3. 基于统计的分词方法
        3. 基于字符串匹配的分词方法的优缺点
           1. 优点：

程序简单易行，开发周期短；

仅需很少的语言资源（词表），

不需要任何词法、句法、语义资源。

可以自定义词库，增加新词

* + - * 1. 缺点

Out of Vocabulary

歧义消解能力差；

切分正确率不高，一般在95%左右。

* + - 1. 基于统计的分词方法有哪些？基本思想是什么？
         1. HMM、CRF、SVM、深度学习等算法
         2. 用字与字相邻出现的频率来反应成词的可靠度，统计语料中相邻出现的各个字的组合的频度，当组合频度高于某一个临界值时，我们便可认为此字组可能构成一个词语。
      2. 基于统计的主要统计模型有？
         1. N元文法模型（N-gram）
         2. 隐马尔可夫模型（Hidden Markov Model ，HMM）
         3. 最大熵马尔可夫模型（MEMM）
         4. 条件随机场模型（Conditional Random Fields，CRF）
         5. 深度学习模型
      3. 基于统计的分词方法的优缺点：
         1. 优点：

分词准确度高；

能够平衡地看待词表词和未登录词的识别问题。

* + - * 1. 缺点：

局限性，会经常抽出一些共现频度高、但并不是词的常用字组

对常用词的识别精度差，时空开销大

学习算法的复杂度往往较高，计算代价较大，依赖手工定义的特征工程

* + - 1. 什么是马尔科夫过程？
         1. 是指数学中具有马尔可夫性质的离散事件[随机过程](http://baike.baidu.com/view/18964.htm)
      2. HMM模型是一个五元组
         1. 状态值集合
         2. ObservedSet: 观察值集合
         3. TransProbMatrix: 转移概率矩阵
         4. EmitProbMatrix: 发射概率矩阵
         5. InitStatus: 初始状态分布
      3. HMM模型可以用来解决三种问题
         1. 模型参数学习问题
         2. 预测问题
         3. 评估观察序列概率
      4. HMM 模型应用
         1. 股票预测
         2. 模式识别
         3. 语音识别
         4. 分词
      5. Viterbi 算法是什么
         1. 一种动态规划算法，它用于寻找最有可能产生观测事件序列的维特比路径——隐含状态序列。
      6. 常见开源分词软件有？
         1. [庖丁解牛分词](http://code.google.com/p/paoding/)
         2. IKAnalyzer
         3. 结巴分词等；

1. 布尔模型与倒排索引
2. 什么是信息检索模型?
   1. 依照用户查询，对文档集合进行相关排序的一组前提假设和算法。IR模型可形式地表示为一个四元组< D, Q, F, R(qi,dj) >
3. 基于内容的信息检索模型
   1. 集合论模型：布尔模型、模糊集合模型、扩展布尔模型
   2. 代数模型： 向量空间模型、广义向量空间模型、潜在语义标引模型、神经网络模型
   3. 概率模型： 经典概率论模型、推理网络模型、置信（信念）网络模型
   4. 深度学习模型
4. 什么是布尔检索模型
   1. 一种简单的检索模型，建立在经典的集合论和布尔代数的基础上，遵循两条基本规则, 每个索引词在一篇文档中只有两种状态：出现或不出现，对应权值为 0或1，每篇文档：索引词（0或1）的集合。
5. 什么是“词袋”模型
   1. 在信息检索中，Bag of words model假定:
      1. 对于一个文本，忽略其词序和语法，句法，将其仅仅看作一个词集合
      2. 文本中每个词的出现都是独立的，不依赖于其他词是否出现
6. 倒排索引是什么，有哪两部分组成？
   1. 词项 + 倒排记录
   2. 词项词典：对于每一个词项，存储所有包含这个词项的文档的一个列表。
   3. 倒排记录表：一个文档用一个序列号docID来表示。
7. 包含位置信息的倒排记录表
   1. 二元词索引
   2. 位置信息索引
8. 布尔检索模型的特点
   1. 优点：
      1. 查询简单，因此容易理解
      2. 通过使用复杂的布尔表达式，可方便地控制查询结果
   2. 缺点：
      1. 准确匹配，信息需求的能力表达不足。不能输出部分匹配的情况
      2. 无权重设计 **无法排序**，
      3. 用户必须会用布尔表达式提问，一般而言，**检出的文档或者太多或者太少。**
      4. • 很难进行自动的相关反馈
9. 向量空间模型
10. 什么是Jaccard系数，公式是什么？
    1. 一种常用的衡量两个**集合**A,B**重叠度**的方法
    2. Jaccard(A,B) = |A ∩ B| / |A ∪ B|
11. 什么是tf？
    1. 词项频率：词项*t*在文档*d*中出现的次数，记为*tft,d*
    2. 一种替代原始tf的方法: 对数词频
12. 什么是idf，公式是什么？
    1. df文档频率，出现词项的文档数目
    2. *idft* = log10(*N*/*dft*)
    3. *idft* 是反映词项*t*的信息量的一个指标
13. 什么是tf-idf？
    1. tf-idf 是信息检索中最著名的权重计算方法
    2. tf-idf值随着词项在单个文档中出现次数(tf)增加而增大
    3. tf-idf值随着词项在文档集中数目(df)增加而减小
    4. 词项*t*的tf-idf 由它的tf和idf组合而成
    5. *wt,d*=(1+log *tft,d*) × log10(*N*/*dft*)
14. tf-idf的作用
    1. TF-IDF是一种[统计方法](http://baike.baidu.com/item/%E7%BB%9F%E8%AE%A1%E6%96%B9%E6%B3%95)，
    2. 用以评估一字词对于一个文件集或一个语料库中的其中一份文件的重要程度。
    3. 字词的重要性随着它在文件中出现的次数成正比增加，
    4. 但同时会随着它在[语料库](http://baike.baidu.com/item/%E8%AF%AD%E6%96%99%E5%BA%93)中出现的频率成反比下降
15. 什么是向量空间模型？
    1. 每篇文档表示成一个基于tf-idf权重的实值向量∈ *R*|*V*|
16. 向量相似度的计算
    1. Jaccard相似度:比较文本相似度，用于文本查重与去重
    2. 欧式距离
    3. 余玄相似度
17. 向量空间模型的特点
    1. 优点：
       1. 帮助改善了检索结果。
       2. 部分匹配的文档也可以被检索到。
       3. 可以基于向量cosine 的值进行排序，提供给用户
    2. 缺点：
       1. 这种方法假设标记词是相互独立的，但实际可能不是这样，如同义词、近义词等往往被认为是不相关的词
       2. 维度非常高：特别是互联网搜索引擎，空间可能达到千万维或更高
       3. 向量空间非常稀疏：对每个向量来说大部分都是0
18. 相似度计算
19. 不同范数的距离：
    1. L1 范数：曼哈顿距离
    2. L2 范数：欧几里得距离
    3. Lp范数：明科夫斯基距离
    4. 切比雪夫距离
20. 标准化欧氏距离改进的地方：
    1. 既然数据各维分量的分布不一样，那先将各个分量都“标准化”到均值、方差相等
21. 什么是加权欧氏距离？
    1. 如果将方差的倒数看成一个权重，也可称之为加权欧氏距离
22. 什么是编辑距离？
    1. 指两个字串之间，由一个转成另一个所需的最少编辑操作次数
23. 海明距离
    1. Hamming 距离用于 **长度相同** 的序列之间的比较，思想非常简单，就是逐位比较得到的不同次数。
24. 什么是谷本系数？
    1. 广义Jaccard相似度，元素的取值可以是实数。又叫作谷本系数
25. 去重算法
    1. shingle算法
    2. 局部敏感哈希
       1. MinHash算法
       2. SimHash算法
26. shingle算法的基本思想？
    1. Shingle算法的核心思想是将文件相似性问题转换为集合的相似性问题
27. 局部敏感哈希可以用来降维
28. MinHash的用处
    1. 可以用来快速估算两个集合的相似度。
    2. 用于在搜索引擎中检测重复网页。
    3. 它也可以应用于大规模聚类问题
29. SimHash的步骤
    1. 分词、hash、加权、合并、降维
30. 检索排序
31. 什么是精确TOP K 排序？
    1. 对每个文档评分(余弦相似度)，按照评分高低排序，选出前*K*个结果
32. 精确TOP K 排序的三种加速方法：
    1. 快速计算余弦
    2. 堆排序法*N*中选*K*
    3. 提前终止计算
33. 什么是非精确TOP k 检索？
    1. 找一个文档集合*A*，*K* < |*A* |<< *N*，利用*A*中的top *K*结果代替整个文档集的top *K*结果
34. 非精确 TOP K检索的五种策略
    1. 索引去除
    2. 胜者表
    3. 静态得分
    4. 影响度排序
    5. 簇剪枝方法—预处理
35. 链接分析算法？
    1. Pagerank 算法
       1. 强调链接数量与质量整体关系
    2. HITS算法
       1. 强调权威页与枢纽页的 相互增强关系
    3. Hilltop算法
       1. 强调链接与链接之间相关性与质量度
       2. 由Pagerank 算法和HITS算法融合
    4. LALSA算法
       1. 强调优质链接可进行间接性权重传递
36. 描述PageRank算法
    1. 假设一个浏览者在网络上随机行走，在稳定状态下，每个页面都有一个访问概率 – 用这个概率作为页面的分数
37. PageRank算法的核心思想
    1. 投票
    2. 强调链接数量和链接质量的整体关系
    3. 参照科技文献重要性的评估方式，核心想法就是“被引用多的就是重要的”
    4. PageRank 是基于「**从许多优质的网页链接过来的网页，必定还是优质网页**」的回归关系，来判定所有网页的重要性
38. PageRank算法的公式
    1. ![](data:image/png;base64,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)
39. HITS算法的基本思想
    1. 在HITS算法中,对每个网页都要计算两个值:权威值(authority)与中心值(hub)
40. PageRank 和 HITS 算法的区别：
    1. 都是基于链接分析的搜索引擎排序算法，并且在算法中两者都利用了特征向量作为理论基础和收敛性依据。
    2. HITS算法计算的authority值只是相对于某个检索主题的权重，因此HITS算法也常被称为Query-dependent算法；
    3. 而PageRank算法是独立于检索主题，因此也常被称为Query-independent算法
41. Direct Hit 算法
    1. 注重信息的质量和用户反馈的排序方法
42. 机器学习L2R的三种方法
    1. 单文档方法
       1. 损失函数评估单个 doc 的预测得分和真实得分之间差异
    2. 文档对方法
       1. 是判断任意两个文档组成的文档对<D0C1，D0C2>是否满足顺序关系
    3. 文档列表方法
       1. 搜索结果列表整体作为一个训练实例

十一、

1. 什么是查准率和查全率？
   1. **查准率**(Precision):返回的结果中真正相关结果的比率，也称为**查准率![](data:image/x-wmf;base64,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)**
   2. **召回率**(Recall): 返回的相关结果数占实际相关结果总数的比率，也称为**查全率![](data:image/x-wmf;base64,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)**
2. **什么是F值？**
   1. *F*值(*F*-measure)：召回率*R*和查准率*P*的加权调和平均值
   2. F1 标准则综合了精度和查全率，将两者赋予同样的重要性来考虑。F1的计算由下面的公式决定![](data:image/x-wmf;base64,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)
3. 什么是R-查准率？
   1. 计算序列中第R个位置文献的查准率
   2. P@10
      1. 目前Web信息检索中最常用的测度
      2. 检查网页排序算法的好坏
4. 查准率查全率曲线的特点？
   1. 原始的曲线常常呈现锯齿状
   2. 需要去掉锯齿，进行平滑。采用插值查准率,记为pinterp
   3. 在查全率为*r*的位置的插值查准率，定义为查全率不小于*r*的位置上的查准率的最大值
5. **什么是MAP**？
   1. 在每个相关文档位置上查准率的平均值，被称为**平均查准率**
   2. 看好MAP的计算方式！！！
6. 什么是NDCG？
   1. 一种总体观察检索排序效果的方法，利用检索序列加和的思路来衡量

十二、 相关反馈及查询扩展

1. 什么是K-Gram索引？
   1. K-GRAM的定义：k个连续的**字母**的组合
   2. 索引结构：
      1. k-gram index的dictionary是所有词的k-gram的集合
      2. k-gram index的posting是匹配k-gram的单词序列
2. 拼写校正的方法？
   1. 词项独立校正
      1. 编辑距离方法
      2. k-gram重复度法
   2. 上下文敏感的校正
3. 拼写校正的步骤？
   1. 利用k-gram计算Jaccard系数
      1. 给定一个查询Q，计算出Q所对应的k-gram，
      2. k-gram索引遍历，
      3. 对每个单词和Q计算Jaccard系数
      4. 取得Jaccard系数高出阈值的单词
   2. 总结：
      1. 可以先进行k-gram索引，然后再进行编辑距离的计算
      2. 计算query与集合S的编辑距离，找最小的。作为纠错词项
4. 提高召回率的方法？
   1. **局部(local)方法**: 对用户查询进行局部的即时的分析
      1. **交互式相关反馈**
   2. **全局(Global)方法**: 进行一次性的全局分析(比如分析整个文档集)来产生同/近义词词典
      1. **查询扩展**

十三、 隐语义空间

1. 什么是LSA？
   1. 把高维的向量空间模型（VSM）表示中的文档映射到低维的潜在语义空间中
2. LSA的缺点是什么？
   1. 无法解决多义词的问题
   2. 特征向量的方向没有对应的物理解释
   3. SVD的计算复杂度很高，而且当有新的文档来到时，若要更新模型需重新训练
   4. 维数的选择是ad-hoc的
   5. LSA具有词袋模型的缺点，即在一篇文章，或者一个句子中忽略词语的先后顺序
   6. LSA的概率模型假设文档和词的分布是服从联合正态分布的，但从观测数据来看是服从泊松分布的
3. 什么是pLSA
   1. PLSA是以统计学的角度来看待[LSA](http://baike.baidu.com/item/LSA)，是基于双模式和共现的数据分析方法延伸的经典的统计学方法
4. 什么是主题模型？
   1. 一篇文档(Document) 可以由多个主题(Topic) 混合而成
5. **“文档-词项”的生成模型的训练？**
   1. 按照概率选择一篇文档d
   2. 选定文档后，从主题分布中按照概率选择一个隐含的主题类别p(z|d)
   3. 选定后，从词分布中按照概率p(w|z)选择一个词
6. PLSA生成文档的过程?
   1. pLSA中生成文档的整个过程便是选定文档生成主题，确定主题生成词。
   2. 自动地发现文档集中的主题（分布）
      1. 根据大量已知的文档-词项信息p(w|d) ，
      2. 训练出文档-主题p(z|d)和主题-词项p(w|z)
7. PLSA有哪些应用？
   1. 文本聚类
   2. 文本分类
8. PLSA的优势？
   1. 定义了概率模型，而且每个变量以及相应的概率分布和条件概率分布都有明确的物理解释
   2. 相比于LSA隐含了高斯分布假设，pLSA隐含的Multi-nomial分布假设更符合文本特性
   3. pLSA的优化目标是是KL-divergence最小，而不是依赖于最小均方误差等准则
   4. 可以利用各种model selection和complexity control准则来确定topic
9. 生成过程中的公式？
   1. p(w|d) = p(w|z) \* p(z|d)
10. 什么是LDA模型？
    1. 一个隐含狄利克雷分布的主题模型
11. Gensim是一个用于从文档中自动提取语义主题的Python库

十四、 词嵌入

1. 什么是表征学习？
   1. 在[机器学习](https://baike.baidu.com/item/%E6%9C%BA%E5%99%A8%E5%AD%A6%E4%B9%A0)中，**表征学习**是学习一个特征的技术的集合
   2. 将原始数据转换成为能够被机器学习来有效开发的一种形式
2. 什么是嵌入？
   1. 是一种可用于将离散变量表示成连续向量的方法
3. 词的表示方法？
   1. One-hot
   2. 分布式表示
4. ONE-HOT 和 分布式表示的区别？
   1. ONE-HOT 向量的维度是词表大小，其中绝大多数元素为 0，只有一个维度的值为 1
   2. ONE-HOT 语义鸿沟，维度灾难，稀疏, 无法表示unseen words
   3. 分布式表示的一种低维实数向量，每一维可以看成词的语义或者主题信息，维度压缩解决语义鸿沟，
   4. 基于学习模型，快速对于unseen words 进行表示
5. 什么是语言模型和统计语言模型？
   1. 语言模型根据语言客观事实而进行的语言抽象数学建模
   2. 统计语言模型为上下文相关的特性建立数学模型
6. 语言模型的公式
   1. S 的概率 P(S)等于每一个词出现的概率相乘
   2. P(S) =***P***(ω1)•***P***(ω2|ω1)•***P***(ω3|ω1,ω2)•••***P***(ωn|ω1，ω2，...，ωn-1)
7. 什么是n-gram语言模型？
   1. N-1阶马尔可夫假设:
   2. 假定文本中的每个词ωi和前面的N-1个词有关，而与更前面的词无关
   3. 对应的语言模型称为N元模型(N-Gram Model)
8. n-gram语言模型的应用
   1. **拼写纠错**
   2. **语音识别**
   3. **音字转换**
9. **n-gram语言模型的缺点**
   1. 简单有效
   2. 只考虑了词的位置关系，
   3. 没有考虑词之间的相似度，词语法和词语义，
   4. 还存在数据稀疏的问题
10. 神经网络模型？
    1. 每个模型包含基层输入，基层将获得输出
11. word2vec
    1. 用一个简单模型训练出连续的词向量
    2. 基于词向量的表达，训练一个连续的N-gram神经网络模型
12. CBoW模型
    1. CBoW模型等价于一个词袋模型的向量乘以一个embedding矩阵，从而得到一个连续的embedding向量
13. **word2vec 应用**
    1. google的word2vec工具
    2. **word2vec**模型训练 Python语言平台 **Gensim**

十五、 图片检索

1. 什么是基于内容的图像检索？
   1. CBIR: 用户输入一张图片，以查找具有相同或相似内容的其他图片
   2. CBIR 的关键技术:图像特征提取和匹配
2. 颜色特征的表示
   1. **颜色直方图(Color Histogram)**
   2. **颜色相关图(Color Correlogram)**
   3. **颜色矩(Color Moment)**
   4. **颜色一致性矢量**
3. **什么是感知哈希算法？**
   1. 对每张图片生成一个"指纹"（fingerprint）字符串
   2. 然后比较不同图片的指纹。结果越接近，就说明图片越相似
4. **基于颜色特征的快速图片检索的方法？**
   1. 根据图片特征进行相似度计算
   2. 降维
   3. 感知哈希算法
5. 基于统计特征的纹理特征提取方法？
   1. 灰度差分统计法
   2. 基于灰度共现矩阵的纹理特征
   3. Tamura等定义的6个心理学特征
   4. 基于邻域灰度差别矩阵的纹理特征
6. 灰度共生矩阵分析——特征
   1. 能量（角二阶矩）ASM，是灰度共生矩阵元素值的平方和，反映了图像灰度分布均匀程度和纹理粗细度
   2. 对比度CON，反映了图像的清晰度和纹理沟纹深浅的程度
   3. **自相关，反应了图像纹理的一致性**
   4. 熵，它表示了图像中纹理的非均匀程度或复杂程度
   5. 逆差矩，反映图像纹理的同质性
7. Tamura纹理特征和灰度共生矩阵表示的主要区别是Tamura纹理特征中所有纹理特征都在视觉上有意义
8. Tamura的六种属性
   1. 对比度(contrast)、粗糙度(coarseness)、方向性(directionality)对于图像检索尤为重要
   2. 线像度(1ine likeness)、规整度(regularity)和粗略度(roughness)
9. 什么是LBP？
   1. 局部二值模式，一种有效的纹理描述[算子](http://baike.baidu.com/view/53313.htm)，结合了纹理图像结构和像素统计关系的纹理特征描述方法
10. 基于信号处理方法描述纹理特征
    1. 傅里叶频谱法
    2. Gabor纹理
    3. **小波**
11. LBP的特点？
    1. 对光照具有不变性。
    2. 具有旋转不变性
    3. 灰度不变性等
12. 如何构造LBP？
    1. LBP算子定义为在3\*3的窗口内，
    2. 以窗口中心像素为阈值，将相邻的8个像素的灰度值与其进行比较，若周围像素值大于中心像素值，则该像素 点的位置被标记为1，否则为0。
    3. 3\*3邻域内的8个点经比较可产生8位二进制数（通常转换为十进制数即LBP码，共256种），即得到该窗口中心像 素点的LBP值，并用这个值来反映该区域的纹理信息
13. LBP的应用中，如纹理分类、人脸分析等
14. 形状的描述符大体可以分为两大类
    1. 基于轮廓的形状描述符
       1. 描述形状目标区域边界轮廓的像素集合，称为基于轮廓的形状描述符
       2. 链码(用一串数字表示图像中目标的边界)，傅里叶描述子，小波变换
    2. 基于区域的形状描述符
       1. 对形状目标区域内所有像素集合的描述
       2. 区域面积，几何矩
15. 大津法Otsu's method
    1. 证明了 "类内差异最小"与"类间差异最大"是同一件事
    2. 计算方法：
       1. 灰度值小于阈值的像素为 n1 个，
       2. 大于等于阈值的像素为 n2 个
       3. w1 和 w2 表示这两种像素各自的比重
       4. w1 = n1 / n
       5. 类内差异 = w1(σ1的平方) + w2(σ2的平方)
       6. 类间差异 = w1w2(μ1-μ2)^2
16. 常见的图像局部特征
    1. **HOG特征描述**
    2. **SIFT特征描述算子**
    3. 其他特征
       1. **LBP特征描述**
       2. Harr特征描述
       3. SURF特征描述算子
       4. ORB特征描述算子
17. HOG是什么？
    1. 方向梯度直方图，Histogram of Oriented Gradient, HOG
    2. 一种在计算机视觉和图像处理中用来进行物体检测的特征描述子
    3. 通过计算和统计图像局部区域的梯度方向直方图来构成特征
18. Hog特征结合 SVM分类器已经被广泛应用于图像识别中，尤其在行人检测中获得了极大的成功
19. HOG特征如何提取？
    1. 灰度化
    2. 采用Gamma校正法对输入图像进行颜色空间的标准化（归一化）
    3. 计算图像每个像素的梯度
    4. 将图像划分成小cells
    5. 统计每个cell的梯度直方图
    6. 将每几个cell组成一个block
    7. 将图像image内的所有block的HOG特征descriptor串联起来就可以得到该image的HOG特征descriptor了
20. HOG算法的优缺点？
    1. 优点
       1. 由于HOG是在图像的局部方格单元上操作，所以它对图像几何的和光学的形变都能保持很好的不 变性，这两种形变只会出现在更大的空间领域上。
       2. 其次，在粗的空域抽样、精细的方向抽样以及较强的局部光学归一化等条件下，只要行人大体上能够保持直立的姿 势，可以容许行人有一些细微的肢体动作，这些细微的动作可以被忽略而不影响检测效果。
       3. 因此HOG特征是特别适合于做图像中的人体检测的
21. 什么是SIFT？
    1. 尺度不变特征转换，Scale-invariant feature transform
    2. 在空间尺度中寻找极值点，并提取出其位置、尺度、旋转不变量
22. SIFT算法大致分为四个步骤
    1. 步骤一：建立尺度空间
    2. 步骤二：在尺度空间中检测极值点，并进行精确定位和筛选
    3. 步骤三：特征点方向赋值，
    4. 步骤四：计算特征描述子
23. 基于特征点的图像相似度计算 基于SIFT描述子
    1. 通过找到匹配点的个数来判断两幅图像是否一致，
       1. 暴力匹配
       2. 计算向量的欧氏距离, 找距离最小的样本向量
24. 图像检索算法
    1. 图像检索领域：将局部特征表示成全局特征的编码
    2. 通常继承了局部特征的部分不变性，如对平移、旋转、缩放、光照和遮挡等与语义相关不大的因素保持不变
25. 三种经典的编码
    1. [BoW](http://yongyuan.name/blog/Bag%20of%20visual%20words%20model:%20recognizing%20object%20categories)
    2. [VLAD](https://hal.inria.fr/inria-00633013/document)**局部聚合向量**
    3. [FV](https://hal.inria.fr/hal-00830491/document)
26. BOF算法流程
    1. 1.用surf算法生成图像库中每幅图的特征点及描述符。
    2. 2.再用k-means算法对图像库中的特征点进行训练，生成类心。
    3. 3.生成每幅图像的BOF，
    4. 4.通过tf-idf对频数表加上权重，生成最终的bof。
    5. 5.对查询图像也进行3.4步操作，生成该图的直方图向量BOF。
    6. 6.将查询图像的Bof向量与图像库中每幅图的Bof向量计算相似度