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**Abstract**

The atomic operations in the CUDA are crucial to some implementations but previous benchmarks reveal that, for an operation as simple as an addition of a single variable, performance of atomic operations can be thousands of times slower than a traditional read-modify-write cycle.

In some previous projects - sparse matrix vector multiplication (spmv), we found that under the certain circumstances, cuda atomic instructions can also perform *faster* than non-atomic instructions. Besides that, other factors like sparsity pattern, storage schemes etc also may impact the performance of the implementation.

The goal of this project to to build an understanding of the performance of cuda atomic operations while varying other factors like storage schemes, sparsity pattern etc. and determine why the results are the way they are, and then repeating the cycle until we’re out of surprises.

**1. Proposed Experiments**

An atomic function performs a read-modify-write atomic operation on one 32-bit or 64-bit word residing in global or shared memory. For example, atomicAdd() reads a word at some address in global or shared memory, adds a number to it, and writes the result back to the same address. The operation is atomic in the sense that it is guaranteed to be performed without interference from other threads. In other words, no other thread can access this address until the operation is complete.

Atomic operations in a parallel environment present a real challenge because they serialize execution. Instead of seeing an n Processor parallel speedup, applications that perform an atomic operation on a single counter will only exhibit a sequential runtime. In other words, incrementing a single counter with atomicAdd() means that the counter has to be locked, thus forcing all the parallel threads to stop and wait so they can individually perform the increment operation — one after the other.

We want to perform numerous experiments in varied settings to determine the cause of performance in results, starting off with simple experiment to gauge performance of atomicAdd().

**1.1. Analyze the performance of a parallel counter**

In this experiment A counter is initialized on the host and the copied to GPU, where it is incremented using atomicAdd(), then the result is copied back to CPU. We also, spread the atomicAdd() operations on multiple memory locations and analyze how it impacts the performance. This helps to study the performance of atomic operations on continuous memory locations vs discontinuous memory locations. Following are the exact test cases we used -

* Coalesced atomic addition on global memory.
* Atomic addition on a restricted address space in global memory.
* Atomic addiction on same address in global memory.
* Atomic addition, with all threads in warp operating on a single memory location.

We also repeat the above experiment for shared memory and analyze the performance of atomic operation on shared memory.

**1.2. Matrix copy and transpose test**

In this experiment, we test the benefits of shared memory (if any) while working on matrices. We use a 4096 x 4096 matrix and perform matrix copy and matrix transpose in various conditions -

* Matrix copy in global memory
* Matrix copy via shared memory
* Matrix transpose in global memory
* Matrix transpose in Shared memory
* Matrix transpose via shared memory and banks conflicts resolution.

By this experiment we can gauge the performance improvement in matrix operation if we use shared memory and can calculate the expected speedup for the application.

**1.3. Sparse matrix vector multiplication**

The Sparse Matrix-Vector Multiplication (SpMV) kernel computes a vector y as the product of a n by m sparse matrix A and a dense vector x. The massive parallelism of graphics processing units (GPUs) offers tremendous performance which can be exploited for problems like sparse vector multiplication. In this report we discuss 4 data reordering techniques and show how reordering of data can affect performance of the kernel when we have an implementation based on CUDA atomics.

* Column Order
* Row Order
* Random
* Tiled

Since the access pattern is different in all 4 re-ordering techniques, we get different performance results and we will try to explain why one is different from other.

**2. Hardware specifications**

|  |  |
| --- | --- |
| Device | GeForce GT 630 |
| CUDA Driver Version / Runtime Version | 7.5 / 7.5 |
| CUDA Capability Major/Minor version number | 3.0 |
| Total amount of global memory | 2046 MBytes (2145235968 bytes) |
| Multiprocessors x (192) CUDA Cores/MP | 192 CUDA Cores |
| GPU Clock rate | 876 MHz (0.88 GHz) |
| Memory Clock rate | 891 Mhz |
| Memory Bus Width | 128-bit |
| L2 Cache Size | 262144 bytes |
| Max Texture Dimension Size (x,y,z) | 1D=(65536), 2D=(65536,65536), 3D=(4096,4096,4096) |
| Max Layered Texture Size (dim) x layers | 1D=(16384) x 2048, 2D=(16384,16384) x 2048 |
| Total amount of constant memory | 65536 bytes |
| Total amount of shared memory per block | 49152 bytes |
| Total number of registers available per block | 65536 |
| Warp size | 32 |
| Maximum number of threads per multiprocessor | 2048 |
| Maximum number of threads per block | 1024 |
| Maximum sizes of each dimension of a block | 1024 x 1024 x 64 |
| Maximum sizes of each dimension of a grid | 2147483647 x 65535 x 65535 |
| Maximum memory pitch | 2147483647 bytes |
| Texture alignment | 512 bytes |
| Concurrent copy and kernel execution | Yes with 1 copy engine(s) |
| Run time limit on kernels | Yes |
| Integrated GPU sharing Host Memory | No |
| Support host page-locked memory mapping | Yes |
| Alignment requirement for Surfaces | Yes |
| Device has ECC support | Disabled |
| Device supports Unified Addressing (UVA) | Yes |
| Device PCI Bus ID / PCI location ID | 1 / 0 |
| Compute Mode | Default (multiple host threads can use ::cudaSetDevice() with device simultaneously) |

**3. Results and Analyses**

**3.1 Atomic operation on a parallel counter**

Following example demonstrates different access patterns in case of a system with 8 threads - labeled 0-7 and an array of size 9 - labeled 0-8.

Coalesced memory access

Array [0 1 2 3 4 5 6 7 8]

Thread [0 1 2 3 4 5 6 7 0]

Address restricted memory access

Array [0 1 2 3 0 1 2 3 0]

Thread [0 1 2 3 4 5 6 7 0]

Warp restricted memory access

Array [0 1 2 3 0 1 2 3 0]

Warp [0 1 2 3 4 5 6 7 8]

Same address access

Array [0 0 0 0 0 0 0 0 0]

Thread [0 1 2 3 4 5 6 7 0]

Following results were obtained in following settings -

Block Count - 128

Block Size - 8

Array size - 2^24

Restriction size - 32 values from index 0

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Atomic Add Pattern | Time (ms) | atomic\_transactions | l2\_atomic\_transactions | shared\_store\_transactions |
| coalescedAtomicOnGlobalMem | 95.872 | 4130685 | 7969177 | 0 |
| addressRestrictedAtomicOnGlobalMem | 92.341 | 4194303 | 8388608 | 0 |
| warpRestrictedAtomicOnGlobalMem | 386.52 | 28293794 | 67108864 | 0 |
| sameAddressAtomicOnGlobalMem | 461.55 | 27842801 | 67108864 | 0 |
| coalescedAtomicOnSharedMem | 2349.17 | 0 | 0 | 26932301 |
| addressRestrictedAtomicOnSharedMem | 1521.68 | 0 | 0 | 21956456 |
| warpRestrictedAtomicOnSharedMem | 9868..7 | 0 | 0 | 188295473 |
| sameAddressAtomicOnSharedMem | 10946.5 | 0 | 0 | 196152349 |

The Kepler architecture improved (vs. the previous Fermi architecture) global memory atomics performance by resolving conflicts in L2. On the other hand, Kepler emulates shared memory atomics in software, and high collision tests and real images suffer from serialization issues.

However, atomic operations to *shared* memory remained essentially unchanged: both architectures implemented shared memory atomics using a lock/update/unlock pattern that could be expensive in the case of high contention for updates to particular locations in shared memory.

**3.2 Matrix copy and transpose**

Following results were obtained in following settings -

Block Count - 128

Block Size - 8

Matrix dimensions - 4096 x 4096

Iterations - 100

|  |  |  |  |
| --- | --- | --- | --- |
| **Implementation** | **Time (ms)** | **dram\_write\_transactions** | **gst\_transactions\_per\_request** |
| Matrix copy (Naive) | 660.74 | 2097150 | 1 |
| Matrix copy via shared memory | 550.74 | 2097095 | 1 |
| Matrix Transpose (Naive) | 2240.46 | 5369437 | 32 |
| Matrix Transpose via Shared Memory | 1317.20 | 2097126 | 1 |
| Matrix Transpose via Shared Memory (No bank Conflicts) | 620.70 | 2097138 | 1 |

When accessing multidimensional arrays it is often necessary for threads to index the higher dimensions of the array, so strided access is simply unavoidable. We can handle these cases by using a type of CUDA memory called *shared memory*.

Shared memory is an on-chip memory shared by all threads in a thread block. One use of shared memory is to extract a 2D tile of a multidimensional array from global memory in a coalesced fashion into shared memory, and then have contiguous threads stride through the shared memory tile.

Unlike global memory, there is no penalty for strided access of shared memory.

Memory is usually retrieved in large blocks from RAM.Some processing units will try to predict future memory accesses and cache ahead, while yet processing older parts of memory.Memory is cached in a hierarchy of successively larger-but-slower caches.

Therefore, making programs that can use predictable memory patterns is important. It is even more important with a threaded program, so that the memory requests do not jump all over; otherwise the processing unit will be waiting for memory requests to be fulfilled.
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The memory accesses are close, and can be retrieved in one go/block (or the least number of requests).

However, if we increase the "*stride*" of the access between the threads, it will require many more memory accesses. Below: four more threads, with a stride of two.

![RyCHgm.jpg](data:image/jpeg;base64,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)

Here you can see that these 4 threads require 2 memory block requests. The smaller the stride the better. The wider the stride, the more requests are potentially required.

**3.3 Sparse Matrix Vector Multiplication**

SPMV atomic (Column Sorted) -

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Matrix | Time (256 x 8) | Time (384 x 5) | Time (512 x 4) | Time (768 x 2) | Time (32x32) |
| cant | 19516 us | 30608 us | 37873 us | 75165 us | 5602 us |
| FullChip | 262067 us | 404004 us | 496166 us | 971418 us | 82930 us |
| circuit5M\_dc | 192246 us | 294600 us | 363079 us | 703680 us | 57722 us |
| consph | 28772 us | 45173 us | 56095 us | 111257 us | 8422 us |
| webbase-1M | 29543 us | 46118 us | 57152 us | 113311 us | 8886 us |

SPMV atomic (Row Sorted) -

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Matrix | Time (256 x 8) | Time (384 x 5) | Time (512 x 4) | Time (768 x 2) | Time (32x32) |
| cant | 22611 us | 33534 us | 40853 us | 76583 us | 8127 us |
| FullChip | 288366 us | 434661 us | 526139 us | 984783 us | 91366 us |
| circuit5M\_dc | 204262 us | 311806 us | 381002 us | 713856 us | 59129 us |
| consph | 33310 us | 49680 us | 60010 us | 112975 us | 12333 us |
| webbase-1M | 31694 us | 48993 us | 60360 us | 115927 us | 9991 us |

SPMV atomic (Random Order) -

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Matrix | Time (256 x 8) | Time (384 x 5) | Time (512 x 4) | Time (768 x 2) | Time (32x32) |
| cant | 27534 us | 37776 us | 43919 us | 77948 us | 14202 us |
| FullChip | 361036 us | 502275 us | 577328 us | 1022128 us | 231784 us |
| circuit5M\_dc | 273203 us | 376701 us | 429312 us | 747348 us | 200228 us |
| consph | 41290 us | 56675 us | 65962 us | 115959 us | 21726 us |
| webbase-1M | 43115 us | 58866 us | 68549 us | 120032 us | 28855 us |

SPMV atomic (Tiled) -

Using 32 x 32 config for block Number vs block size

(Our pre-processing step to create tiled input takes lot of time, so data for very large matrices is missing!)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Matrix | Time  (Tile Size = 16) | Time (Tile Size = 32) | Time (Tile Size = 128) | Time (Tile Size = 256) |
| cant | 6197 us | 6267 us | 7047 us | 7344 us |
| FullChip | - | - | - | - |
| circuit5M\_dc | - | - | - | - |
| consph | 9123 us | 8995 us | 10079 us | 10490 us |
| webbase-1M | 9206 us | 9005 us | 9105 us | 9186 us |

The performance is worst in case the data is randomly ordered and best when data is column sorted.

In case of column sorted data, all the column 1 values are ordered before column 2 and so on. This means that data reads on the vector ‘x’ will be clustered in column wise manner and hence would give better cache reads. When we are processing all column 1-2-3 values the processor, which are meant to be multiplied with corresponding 1st 2nd and 3rd value in the vector ‘x’ again and again, processor will automatically optimize the performance of reads by bringing the corresponding values of vector ‘x’ into texture cache, thus facilitating very good read performance on vector ‘x’.

For row ordered data, the problem is that the writes on output vector will not happen in parallel, as multiple threads will be processing data items for the same row which will end up simultaneously executing atomicAdd on same memory locations multiple times in the output vector, thus making the processing sequential.

For tiled ordering, we get a decent performance. This ordering exploits data locality as well as address restricted atomic writes - which happen to be fast as shown in our previous experiments. The performance is close to column ordering and much better than row and randomly ordered data.

Also, if we increase the block size then performance improves, we can observe that performance for a 32x32 is much better than 512 x 4 configuration in all cases.

Refer run.sh for all the commands to run various configs.
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