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**Abstract**

*Write a short abstract combining intro and conclusion*
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# 

# Introduction

Similar to the draft

## Neural Networks

Explanation of Neural Networks - Deep Learning – Frameworks

1. TensorFlow vs Pytorch

Intro to TensorFlow and Pytorch – Head-to-head comparison using an example of a variational autoencoder

1. The ML Process

Explain Dataset – Doing EDA – Defining VaDE – Running – Output

1. Conclusion.

Summary of neural networks – pytorch & tensorflow – results of VaDE
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