Problem Set 6: Image Classification (Faces)

**Due: November 12th, 2017 23:59 AoE**

## Description

In this problem set you will be implementing face recognition using PCA, (Ada)Boosting, and the Viola-Jones algorithm.

## Learning Objectives

* Learn the advantages and disadvantages of PCA, Boosting, and Viola-Jones.
* Learn how face detection/recognition work, explore the pros & cons of various techniques applied to this problem area.
* Identify the inherent challenges of working on these face detection methods.

## Problem Overview

**Methods to be used:** In this assignment you will be implementing PCA, Boosting, and HaarFeatures algorithms from scratch. Unlike previous problem sets, you will be coding them without using OpenCV functions dedicated to solve the problem.

**RULES**: You may use image processing functions to find color channels, load images, find edges (such as with Canny). Don’t forget that those have a variety of parameters and you may need to experiment with them. There are certain functions that may not be allowed and are specified in the assignment’s autograder Piazza post.

Refer to this problem set’s autograder post for a list of banned function calls.

**Please do not use absolute paths in your submission code. All paths should be relative to the submission directory. Any submissions with absolute paths are in danger of receiving a penalty!**

## Obtaining the Starter Files:

|  |
| --- |
| Clone the problem set files:  git clone <https://github.gatech.edu/omscs6476/ps06.git> |

## Programming Instructions

Your main programming task is to complete the api described in the file **ps6.py**. The driver program **experiment.py** helps to illustrate the intended use and will output images to verify your results. Additionally there is a file **ps6\_test.py** that will test your implementation.

## Write-up Instructions

Create **ps6\_report.pdf** - a PDF file that shows all your output for the problem set, including images labeled appropriately (by filename, e.g. ps6-1-a-1.png) so it is clear which section they are for and the small number of written responses necessary to answer some of the questions (as indicated). For a guide as to how to showcase your results, please refer to the powerpoint template for PS6 here: [PS6 Template](https://docs.google.com/presentation/d/1u3gqXAJmhfqcTIhviQlGpjLYcF5LZ_3y2zW3_xmu-Rg/edit?usp=sharing)

## How to submit

To submit your code, in the terminal window run the following command:

python submit.py ps06

To submit the report, input images (if any), and experiment.py, in the terminal window run the following command:

python submit.py ps06\_report

**YOU MUST SUBMIT your report separately, i.e., two submissions for the code and the report, respectively. Only your last submission before the deadline will be counted for each of the code and the report.**

The following lines will appear:

GT Login required.

Username : <GT username (same as T-square)>

Password: <GT password>

Save the jwt?[y,N] <either y or N if you want to save your credentials>

You should see the autograder’s feedback in the terminal window. Additionally, you can look at a history of all your submissions at <https://bonnie.udacity.com/>

## Grading

The assignment will be graded out of 100 points. The last submission before the time limit will only be considered. The code portion (autograder) represents **50**% of the grade and the report the remaining **50**%.

The images included in your report must be generated using experiment.py. This file should be set to be run as is to verify your results. **Your report grade will be affected if we cannot reproduce your output images.**

The report grade breakdown is shown in the question heading. As for the code grade, you will be able to see it in the console message you receive when submitting.

## Assignment Overview

### **1. PCA [30 points]**

Principal component analysis (PCA) is a technique that converts a set of attributes into a smaller set of attributes, thus reducing dimensionality. Applying PCA to a dataset of face images generates eigenvalues and eigenvectors, in this context called eigenfaces. The generated eigenfaces can be used to represent any of the original faces. By only keeping the eigenfaces with the largest eigenvalues (and accordingly reducing the dimensionality) we can quickly perform face recognition.

In this part we will use PCA to identify people in face images. We will use the Yalefaces dataset, and will try to recognize each individual person.

1. **Loading images:** As part of learning how to process this type of input, you will complete the function load\_images. Read each image in the images\_files variable, resize it to the dimensions provided, and create a data structure X that contains all resized images. Each row of this array is a flattened image (see np.flatten).  
     
   You will also need the labels each image belongs to. Each image file has been named using the following format: *subject##.xyz.png*. We will use the number in ## as our label (“01” -> 1, “02” -> 2, etc.). Create a list of labels that match each image in X using the filename strings.   
     
   Next, use the X array to obtain the mean face () by averaging each column. You will then use the resulting structure to reshape it to a 2D array and later save it as an image.  
     
   **Code:**   
   - load\_images(folder, size=(32, 32))  
     
   **Report:**- Mean face image: **ps6-1-a-1.png**
2. **PCA:** Now that we have the data points in X and the mean , we can go ahead and calculate the eigenvectors and eigenvalues to determine the vectors with largest covariance. See [Eigenfaces for Recognition](http://www.cs.ucsb.edu/~mturk/Papers/jcn.pdf) for more details. Using the equation from the lectures:  
    where   
   You need to find the eigenvectors . Luckily there is a function in Numpy linalg.eigh that can do this using as an input.  
     
   Select the top 10 eigenvectors (in descending order) according to their eigenvalues and save them. These are our 10 eigenfaces.  
     
   **Code:**- pca(X, k)  
     
   **Report:**- Top 10 eigenfaces: **ps6-1-b-1.png**
3. **Face Recognition (classification):** Now that we have the PCA reduction method ready, let’s continue with a simple (naive) classification method.   
     
   First, we need to split the data into a training and a test set. You will perform this operation in the split\_dataset function. Next, the training stage is defined as obtaining the eigenvectors from using the training data. Each image face in the training and test set is then projected to the “face space” using these vectors.  
     
   Finally, find the eigenface in the training set that is closest to each projected face in the test set. We will use the label that belongs to the training eigenface as our predicted class.   
     
   Your task here is to do a quick analysis of these results and include them in your report.  
     
   **Code:**  
   - split\_dataset(X, y, p)  
     
   **Report:**  
   - Analyze the accuracy results over multiple iterations. Do these “predictions” perform better than randomly selecting a label between 1 and 15? Are there any changes in accuracy if you try low values of k? How about high values? Does this algorithm improve changing the split percentage p?

**2. Boosting [20 points]**

In this part we will classify face images based on the dataset's labeled gender [female or male]. You may find the contents on page 663 of Szeliski’s (2010) book useful for this section (available on T-Square/Resources). Recall from the lectures that the idea behind boosting is to use a combination of “weak classifiers”. Each weak classifier's vote is weighted based on its accuracy.

The Boosting class will contain the methods behind this algorithm. You will use the class WeakClassifier as a classifier () which is implemented to predict based on threshold values. Boosting creates a classifier which is the combination of simple weak classifiers.

Complete the Boosting.train() function with the Adaboost algorithm (modified for this problem set) :

|  |
| --- |
| **Input:** Positive (1) and negative (-1) training examples along with their labels  Initialize all the weights to , where is the number of training examples.  For each training stage   1. Renormalize the weights so they sum up to 1 2. Instantiate the weak classifier with the training data and labels. Train the classifier  Get predictions for all training examples 3. Find for weights where 4. Calculate 5. If is greater than a (typically small) threshold:  Update the weights:   Else:  Stop the for loop |

After obtaining a collection of weak classifiers, you can use them to predict a class label implementing the following equation in the Boosting.predict() function:

Return an array of predictions the same length as the number of rows in .

Additionally you will complete the Boosting.evaluate() function, which returns the number of correct and incorrect predictions after the training phase using and already stored in the class.

1. Using the Faces94 dataset, split the dataset into training () and testing () data with their respective labels ( and ). Perform the following tasks:
   1. Establish a baseline to see how your classifier performs. Create predicted labels by selecting N random numbers where N is the number of training images. Report this method’s accuracy (as a percentage): .
   2. Train WeakClassifier using the training data and report its accuracy percentage.
   3. Train Boosting.train() for num\_iterations and report the training accuracy percentage by calling Boosting.evaluate().
   4. Do the same for the testing data. Create predicted labels by selecting N random numbers where N is the number of testing images. Report its accuracy percentage.
   5. Use the trained WeakClassifier to predict the testing data and report its accuracy.
   6. Use the trained Boosting classifier to predict the testing data and report its accuracy.

**Code:**  
- ps6.Boosting.train()  
- ps6.Boosting.predict(X)  
- ps6.Boosting.evaluate()  
  
**Report:**- Text Answer: Report the average accuracy over 5 iterations. In each iteration, load and split the dataset, instantiate a Boosting object and obtain its accuracy.  
- Text Answer: Analyze your results. How do the Random, Weak Classifier, and Boosting perform? Is there any improvement when using Boosting? How do your results change when selecting different values for number of iterations? Does it matter the percentage of data you select for training and testing (explain your answers showing how each accuracy changes).

### **3. Haar-like Features [20 points]**

In this section you will work with Haar-like features which are normally used in image classifications. These can act to encode ad-hoc domain knowledge that is difficult to learn using just pixel data. We will be using five types of features: *two-horizontal, two-vertical, three-horizontal, three-vertical, and four-rectangle*. You may want to review the contents in Lesson 8C-L2 and the [Viola-Jones paper](https://www.cs.cmu.edu/~efros/courses/LBMV07/Papers/viola-IJCV-01.pdf). In this section you will complete the HaarFeature class.

1. You will start by generating grayscale image arrays that contain these features. Create the arrays based on the parameters passed when instantiating a HaarFeature object. These parameters are:  
   - type: sets the type of feature among *two\_horizontal, two\_vertical, three\_horizontal, three\_vertical, and four\_square* (see examples below).  
   - position: represents the top left corner **(row, col)** of the feature in the image.  
   - size: **(height, width)** of the area the feature will occupy.  
     
    ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8/AwAI/AL+eMSysAAAAABJRU5ErkJggg==)  
   Complete the function HaarFeatures.preview(). You will return an array that represents the Haar features, much like each of the five shown above. These Haar feature arrays should be based on the parameters used to instantiate each Haar feature. Notice that, for visualization purposes, the background must be black (0), the area of addition white (255), and the area of subtraction gray (126). Note that the area occupied by a feature should be evenly split into its component areas - three-horizontal should be split into 3 evenly sized areas, four-square should be split into 4 evenly sized areas (in other words, divide the width and height evenly using int division).  
     
   **Code:** Functions in HaarFeatures.preview()  
     
   **Report:** Using 200x200 arrays.- Input: type = two\_horizontal; position = (25, 30); size = (50, 100) Output: **ps6-3-a-1.png**- Input: type = two\_vertical; position = (10, 25); size = (50, 150) Output: **ps6-3-a-2.png**- Input: type = three\_horizontal; position = (50, 50); size = (100, 50) Output: **ps6-3-a-3.png**- Input: type = three\_vertical; position = (50, 125); size = (100, 50) Output: **ps6-3-a-4.png**- Input: type = four\_square; position = (50, 25); size = (100, 150) Output: **ps6-3-a-5.png**
2. As you may recall from the lectures, the features presented above represent areas that would either add or subtract the image area depending on the region “colors”. The white area will represents an addition and the gray area a subtraction. In order to follow the class content, we will work with Integral images. The integral image at location , contains the sum of the pixels above and to the left of , , inclusive. Complete the function ps6.convert\_images\_to\_integral\_images.   
     
   **Code:** ps6.convert\_images\_to\_integral\_images(images)
3. Notice that the step above will help us find the score of a Haar feature when it is applied to a certain image. Remember we are interested in the sum of the pixels in each region. Using the procedure explained in the lectures you will compute the sum of the pixels within a rectangle by adding and subtracting rectangular regions. Use the example from the Viola-Jones paper:  
     
    ![](data:image/png;base64,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)  
     
   Assume the image above is an array returned as an integral image. The sum of pixels in D can be obtained by where each number corresponds to the pixel position shown in the image. If was a white rectangle in a Haar feature you will use it as , if it was a gray rectangle then it becomes .  
     
   Important note: Points 1, 2, and 3 in the example above, do not belong to the rectangle D. They cover the areas just before the one in D. Test your approach with the result obtained from D = sum(D) + sum(A) - sum(B) - sum(C).  
     
   Complete HaarFeatures.evaluate(ii) obtaining the scores of each available feature type. The base code maps the feature type strings to the following tuples (you will see this in the comments):  
   - "two\_horizontal": (2, 1)  
   - "two\_vertical": (1, 2)  
   - "three\_horizontal": (3, 1)  
   - "three\_vertical": (1, 3)  
   - "four\_square": (2, 2)  
     
   **Code:** HaarFeatures.evaluate(ii)  
     
   **Report:**- Text Answer: How does working with integral images help with computation time? Give some examples comparing this method and np.sum.

### **4. Viola-Jones [30 points]**

In this part we will use the features obtained in the previous section and apply them in face recognition. Haar-like features can be used to train classifiers restricted to using a single feature. The results from this process can be then applied in the boosting algorithm explained in the [Viola-Jones paper](https://www.cs.cmu.edu/~efros/courses/LBMV07/Papers/viola-IJCV-01.pdf). We will use a dataset of images that contain faces (pos/ directory) and refer to them as positive examples. Additionally, use the dataset of images in the neg/ directory which contain images of other objects and refer to them as negative examples. Code the boosting algorithm in the ViolaJones class.

First, we will be using images resized to 24x24 pixels. This set of images are converted to integral images using the function you coded above. Instantiate a ViolaJones object using the positive images, negative images, and the integral images. ViolaJones(train\_pos, train\_neg, integral\_images). Notice that the class contains one attribute to store Haar Features (self.haarFeatures) and another one for classifiers (self.classifiers).

We have provided a function createHaarFeatures that generates a large amount of features within a 24x24 window. This is why it is important to use integral images in this process.

Use the Boosting algorithm in the Viola-Jones paper (labeled Table 1) as a reference. You can find a summary of it below adapted to this problem set.

|  |
| --- |
| For each integral image, evaluate each available Haar feature and store these values.  Initialize the positive and negative weights where and are the number of negative and positive images respectively. Stack them into one list  For : number of classifiers (hypotheses)   1. Normalize the weights, 2. Instantiate a and train a classifier using the VJ\_Classifier class.  For each feature, , obtain the error evaluated with respect to :  for cases where   can be obtained from the error attribute in VJ\_Classifier Train using the class function train(). This will fix the classifier that returns lowest error . 3. Append to the self.classifiers attribute. 4. Update the weights:  if , otherwise 5. Calculate:  Append it to the self.alphas. |

Using the best classifier , a strong classifier is defined as:

* *Positive label* if
* *Negative label* otherwise

1. Complete ViolaJones.train(num\_classifiers) with the algorithm shown above. We have provided an initial step that generates a 2D array with all the feature scores per image. Use this when you instantiate a VJ\_Classifier along with the labels and weights. After calling the weak classifier’s train function you can obtain its lowest error by using the ‘error’ attribute.

**Code:** ViolaJones.train(num\_classifiers)

1. Complete ViolaJones.predict(images) implementing the strong classifier definition.

**Code:** ViolaJones.predict(images)

**Report:**

- Output: **ps6-4-b-1.png** and **ps6-4-b-2.png** which correspond to the first two Haar features selected during the training process.

- Text Answer: Report the classifier accuracy both the training and test sets with a number of classifiers set to 5. What do the selected Haar features mean? How do they contribute in identifying faces in an image?

1. Now that the ViolaJones class is complete, you will create a function that is able to identify faces in a given image. In case you haven’t noticed we’re using images that are intended to solve the problem below. The negative directory contains patches of a scene where there is people in it except for their target face(s). We are using this data to bias the classifier to find a face on a specific scene in order to reduce computation time (you will need a larger amount of positive and negative examples for a more robust classifier).  
     
   Use a 24x24 sliding window and check if it is identified as a face. If this is the case, draw a 24 x 24 rectangle to highlight positive match. You should be able to only find the man’s face. To that extent you will need to define a positive and negative datasets for the face detection. You can choose images from the pos/ and neg/ datasets or build your own from the man.jpeg image by selecting subimages.  
     
   **Code:** ViolaJones.faceDetection(image, filename=None)  
     
   **Report:** Use the following input images and return a copy with the highlighted face regions.  
     
   - Input: **man.jpeg**. Output: **ps4-4-c-1.png**

### **5. Challenge Problem [N/A]**

There is(are) no challenge problem(s) in this problem set.