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**ABSTRACT**

The ability to understand public opinion is important to any product. As such, it is necessary to find a way to retrieve the sentiment of those opinions as a foundation. We approached this problem by using Natural Language Processing, Neural Networks and Logistic Regression to obtain sentiment from text data.

# INTRODUCTION

The problem that we are trying to solve is a classical artificial intelligence problem. What is the sentiment of some text value? This topic has been heavily researched and we were able to take advantage of python libraries to train our own custom models. We build a pipeline using both the original text data and pickle objects. This was deployed as a flask application on the cloud. Of the several models that we trained on the same data we decided to deploy the LSTM mode because of its high accuracy and ability to distinguish context.

# RELATED WORK

A project that also uses the same Kaggle dataset that we chose does a similar project. In that project, the author performed a Bag Of Words analysis in order to find the overall sentiment of a particular topic. Unlike the author’s approach where the bag of words tries to understand what features make up positive or negative sentiment, our LSTM/RNN approach distinguished the differences between the positive and negative samples.

# DATA

The dataset used for this project is a generic [Twitter Sentiment Analysis](https://www.kaggle.com/jp797498e/twitter-entity-sentiment-analysis) Dataset from Kaggle. The data itself consists of 4 attributes: Tweet ID, Entity (tweet topic), Sentiment, and Tweet Content. The sentiment column also consists of 4 possible values: Positive, Negative, Neutral, and irrelevant (to the topic in Entity.) Irrelevant sentiments in this context are considered neutral. We received the data as a CSV file and applied multiple transformations upon the tweet context to boost relevancy of the words within the text. Some of the methods include replacing “rt” at the beginning of the text since it indicates that the text is a retweeted quote, lemmatizing so that similar words are reduced to their base forms, and removing stop words that provide no weight to either positive or negative sentiments. Speaking of sentiments, since we aimed to classify our tweets to either positive or negative, we filtered out the sentiments column to match those criteria.

# METHODS
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In identifying appropriate approaches to classification of tweets, we decided to go with a couple of neural networks and logistic regression methods in applying Natural Language Processing. All models used for training and deployment are implementations of Natural Language Processing as we are dealing with text data and aim to understand context.

## PREPROCESSING

For the preprocessing we used sklearn and NLTK. We took two approaches. We first used the Natural Language Tool Kit to remove stopwords, lemmatize and tokenize the data. We also saved that as a pickle object for later use. We also used a tf-idf vectorizer from sklearn to preprocess the data for our other neural network models.

## LSTM

We used the tokenized data from the first preprocessing method to train a LSTM model.

## Neural Networks

We also used the tf-idf data to train two neural networks and compare their performance. The first neural network had just one layer with 25 fully connected nodes and relu activation function. The output is 2 layers with softmax activation function for classification. The second neural network has 4 layers with 25,50,25,10 fully connected nodes and all relu activation functions. We have also implemented a logistic regression model.

Table . LSTM Classification Report

|  |  |  |  |
| --- | --- | --- | --- |
| **Graphics** | **Top** | **In-between** | **Bottom** |
| Tables | End | Last | First |
| Figures | Good | Similar | Very well |

# EXPERIMENTS AND RESULTS

We used a holdout test set to gain some insight into the accuracy of the models we trained. The results are as follows

## LSTM

We found mixed results with the LSTM model. When we first tried it, the model performed well but when we retrained it we found the f1-score was much lower at .26.

LSTM Classification Report

|  |  |  |  |
| --- | --- | --- | --- |
| **class** | **precision** | **recall** | **F1-score** |
| negative | .6 | .16 | .26 |
| positive | .49 | .88 | .63 |

## Neural Network 1

With our simple one layer neural network we had good results. The f1-score was .9 and the classification report is shown below

NN1 Classification Report

|  |  |  |  |
| --- | --- | --- | --- |
| **class** | **precision** | **recall** | **F1-score** |
| negative | .92 | .88 | .9 |
| positive | .87 | .91 | .89 |

## Neural Network 2

Our second neural network performed very similarly to the first one. This was not too surprising considering they were very similar.

NN2 Classification Report

|  |  |  |  |
| --- | --- | --- | --- |
| **class** | **precision** | **recall** | **F1-score** |
| negative | .92 | .9 | .91 |
| positive | .89 | .91 | .9 |

# CONCLUSION

Overall we found that the neural networks were the most accurate and decided to move that into production. Our pipeline is designed and implemented into a flask app. The application receives text from a user in the form of form data which is then passed to the flask application. The vectorizer is pre-loaded into the application and transforms the user text into a tf-idf matrix. The model is also preloaded into the flask application. The model then classifies the text and displays the class to the user.
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