# 2. Related Work

Machine learning algorithms have become increasingly popular in recent years as a means of accurately predicting performance or behavior in various fields. Several previous works have attempted to develop models for this purpose. For instance, Fu et al. [345] applied machine learning to predict the performance of applications and use-cases, but the prediction error remained high for several realistic scenarios. Some research [?] applied machine learning algorithms to predict computer operating system security using dataset from program and determined whether a newly discovered operating system vulnerability would enable attackers to cause denial of service to the subject system by predictive models. Akgun st al. [?] thought of building a light-weight machine learning engine in kernel space component, which is a progressive idea to combine kernel space and machine learning together since machine learning usually happens on user space.

The topic of process performance has been widely studied in the field of computer science. Aslam et al. [123] focused on improving CPU scheduling by applying Bayesian Decision Theory. Ardalani et al. [56] proposed a machine-learning-based tool, Cross-Architecture Performance Prediction (XAPP), that utilized a single-threaded CPU implementation to predict GPU performance. XAPP leverages established machine learning techniques to learn the correlation between program properties, hardware characteristics, and GPU execution time, achieving 26.9% average error on a set of 24 real-world kernels and providing a highly desirable tool for estimating GPU performance before writing a GPU implementation.

While many studies have focused on predicting process performance in specific contexts, there is a need for more general models that can accurately predict process performance across a wide range of scenarios. The present study aims to address this gap by developing predictive machine learning models that can accurately estimate the performance of processes on both Linux and macOS operating systems, using data collected from a diverse range of users.

## 4.1.3 Predictive Models

In this study, the Python library sklearn was utilized to construct various machine learning models, including linear regression and random tree regression. To evaluate the performance of each model, various metrics were applied including Mean Squared Error, R2 score, and cross-validation scores. For cross validation, the function cross\_val\_score was used to estimate model's accuracy in a more robust way than with just the typical train-test split. All the data were fed inside it, and the function made the necessary train-test splits, compared with using train\_test\_split.

Part of model validation for linear regression model was applied. The linear relationship was checked by scatter plotting Actual value Vs Predicted value and multivariate normality was best check with Q-Q plot. Also, residual Vs fitted value scatter plot was checked to make sure heteroscedastic plot exhibited a funnel shape pattern.

The random tree regression model was specifically set with 1000 decision trees running in the model and 42 random states, and several parameters were adjusted to determine the criterion used to determine model outcomes, the maximum possible depth of each tree, and the maximum number of features the model considered when determining a split.

The model's consistency was further evaluated using Mean Squared Error, R2 score, and cross-validation scores. During cross-validation, RepeatedKFolder function from sklearn was utilized to determine the number of splits to use. This cross-validator repeats the K-Fold n times with different randomization in each repetition. The robustness of results was ensured by splitting the data into 5 folds and repeating the process 10 times, each with different random splits. This configuration could evaluate the performance of machine learning models on a limited sample of data in a more robust manner.

## 4.2. Experiment Result

Apple

RFR

MSE(9.381556e+08 on macOS data and ??? on Linux data)

RMSE(30629.325091 on macOS data and ???)

R2(0.998830 on macOS data and 0.999998 on Linux data)

LR

(3.895207e+11 on macOS data and ??? on Linux data)

(624115.918959 on macOS data and ???? on Linux data)

(0.514342 on macOS data and 0.173071 on Linux data)

Apple

Method Test MSE Test RMSE Test R2 Cross-Val MSE Mean Cross-Val RMSE Mean Cross-Val MSE Standard Deviation

0 Random forest 6.636878e+10 257621.382557 0.992468 9.660352e+10 302881.154619 6.065075e+10

linux

Method Test MSE Test RMSE Test R2 Cross-Val MSE Mean Cross-Val RMSE Mean Cross-Val MSE Standard Deviation

0 Linear regression 8.805821e+15 9.383933e+07 0.173071 7.684483e+15 8.733552e+07 1.325742e+15

1 Random forest 2.372822e+10 1.540397e+05 0.999998 1.340514e+11 2.196216e+05 3.277659e+11
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# Topic:

performance. I can also use classification algorithms such as decision trees or neural networks to classify the performance as good or bad based on the input data. So sounds straightforward.

3. Predictive Models

In addition, I have also encountered some challenges for this project.

Thus it is Not efficient enough to collect linux data in this way. Compared with the data collecting approach I applied on macbook, it still has some advantage that the data is recorded constantly on virtual file. I can still choose to export large gigabytes of data without missing consistent data info since the kernel module is working.

~~In our experimentation we modify the Linux Kernel scheduler to allow scheduling with customized time slices. The "Waikato Environment for Knowledge Analysis" (Weka), an open source machine-learning tool is used to find the most suitable ML method to characterize our programs. We experimentally fined that the C4.5 Decision Tree algorithm most effectively solved the problem. We fined that predictive scheduling could reduce TaT in the range of 1.4% to 5.8%. This was due to a reduction in the number of context switches needed to complete the process execution. We find our result interesting in the context that generally operating systems presently never make use of a program's previous execution history in their scheduling behavior.~~