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19th Century: The idea of formal logic can be traced back to the philosophers of ancient Greece, but 
its mathematical development really began with the work of George Boole (1815–1864), who worked 
out the details of propositional, or Boolean, logic (Boole, 1847). In 1879, Gottlob Frege (1848–1925) 
extended Boole’s logic to include objects and relations, creating the firstorder logic that is used today. 
Alfred Tarski (1902–1983) introduced a theory of reference that shows how to relate the objects in a 
logic to objects in the real world. (Russell and Norvig, 7-8)

1925 Vannevar Bush and colleagues develop the first analogue computer, capable of solving 
differential equations.

1931- proto-Genetic Algorithm Work by Sewall Wright (1931) on the concept of a fitness landscape 
was an important precursor to the development of genetic algorithms. In the 1950s, several 
statisticians, including Box (1957) and Friedman (1959), used evolutionary techniques for optimization 
problems, but it wasn’t until Rechenberg (1965) introduced evolution strategies to solve optimization 
problems for airfoils that the approach gained popularity. In the 1960s and 1970s, John Holland (1975)
championed genetic algorithms, both as a useful tool and as a method to expand our understanding of
adaptation, biological or otherwise (Holland, 1995). The ar tificial life movement (Langton, 1995) takes 
this idea one step further, viewing the products of genetic algorithms as organisms rather than 
solutions to problems. Work in this field by Hinton and Nowlan (1987) and Ackley and Littman (1991) 
has done much to clarify the implications of the Baldwin effect. For general background on evolution, 
we recommend Smith and Szathm´ary (1999), Ridley (2004), and Carroll (2007).

1936 the Church–Turing thesis, which states that the Turing machine (Turing, 1936) is capable of 
computing any computable function, is generally accepted as providing a sufficient definition. Turing 
also showed that there were some functions that no Turing machine can compute. For example, no 
machine can tell in general whether a given program will return an answer on a given input or run 
forever. (Russell and Norvig, 8)

1937 - IBM begins business in Nazi Germany directly with the Reich, to categorize using census, all 
Germans, with special categories that later became used in the Concentration Camps, they were 
aiding in Nazi Eugenics. 

1938 Z1 Computer Beginning in 1935 he experimented in the construction of computers in his parents'
flat on Wrangelstraße 38, moving with them into their new flat on Methfesselstraße 10, the street 
leading up the Kreuzberg, Berlin.[12] Working in his parents' apartment in 1936, he produced his first 
attempt, the Z1, a floating point binary mechanical calculator with limited programmability, reading 
instructions from a perforated 35 mm film.[10] In 1937, Zuse submitted two patents that anticipated a 
von Neumann architecture. He finished the Z1 in 1938.



1939 - Von Nuemann was interested in Turing's work in continuous groups.

1939 - Turing [Allies], builds the first prototype of the Bombe, an electro-mechanical device, to decrypt 
Nazi messages based on earier version in Poland. 

1940 The first operational computer was the electromechanical Heath Robinson,8 built in 1940 by 
Alan Turing’s team for a single purpose: deciphering German messages. In 1943, the same group 
developed the Colossus, a powerful general-purpose machine based on vacuum tubes.9 The first 
operational programmable computer was the Z-3, the invention of Konrad Zuse in Germany in 1941. 
Zuse also invented floating-point numbers and the first high-level programming language, Plankalk¨ul. 
The first electronic computer, the ABC, was assembled by John Atanasoff and his student Clifford 
Berry between 1940 and 1942 at Iowa State University. Atanasoff’s research received little support or 
recognition; it was the ENIAC, developed as part of a secret military project at the University of 
Pennsylvania by a team including John Mauchly and John Eckert, that proved to be the most 
influential forerunner of modern computers. (Russell and Norvig, 14)

1940b Norbert Wiener begins working with engineer Julian Bigelow on the problems involved in 
effective automatic range finders for anti aircraft guns

1941-45 Zuse Guidance Systems Zuse built the S1 and S2 computing machines, which were special 
purpose devices which computed aerodynamic corrections to the wings of radio-controlled flying 
bombs. The S2 featured an integrated analog-to-digital converter under program control, making it the 
first process-controlled computer. These machines contributed to the Henschel Werke Hs 293 and Hs 
294 guided missiles developed by the German military between 1941 and 1945, which were the 
precursors to the modern cruise missile

1941b U of Iowa Computer Atanasoff and his graduate student, Clifford Berry, design a computer that 
can solve 29 equations simultaneously. This marks the first time a computer is able to store 
information on its main memory. 1942 Macy Proposal Warren McCulloch proposes to Macy 
Foundation executive Frank Fremont-Smith that a series of conferences be convened on the circular 
causality / teleological mechanism themes presented at the Cerebral Inhibition Meeting. Fremont-
Smith, concurs, but says this would have to await the end of the war.

1941c Bombe Built as an electro-mechanical means of decrypting Nazi ENIGMA-based military 
communications during World War II, the British Bombe is conceived of by computer pioneer Alan 
Turing and Harold Keen of the British Tabulating Machine Company. Hundreds of allied bombes were 
built in order to determine the daily rotor start positions of Enigma cipher machines, which in turn 
allowed the Allies to decrypt German messages. The basic idea for bombes came from Polish code-
breaker Marian Rejewski's 1938 "Bomba."

1943 The first work that is now generally recognized as AI was done by Warren McCulloch and Walter 
Pitts (1943). They drew on three sources: knowledge of the basic physiology and function of neurons 
in the brain; a formal analysis of propositional logic due to Russell and Whitehead; and Turing’s theory
of computation. They proposed a model of artificial neurons in which each neuron is characterized as 
being “on” or “off,” with a switch to “on” occurring in response to stimulation by a sufficient number of 
neighboring neurons. The state of a neuron wasconceived of as “factually equivalent to a proposition 



which proposed its adequate stimulus.” They showed, for example, that any computable function could
be computed by some network of connected neurons, and that all the logical connectives (and, or, not,
etc.) could be implemented by simple net structures. McCulloch and Pitts also suggested that suitably 
defined networks could learn. Donald Hebb (1949) demonstrated a simple updating rule for modifying 
the connection strengths between neurons. His rule, now called Hebbian learning,remains an 
influential model to this day. (Russell and Norvig, 16)

1943b Alan Turing pursues his 'child machine' concept - using knowledge of how humans acquire 
intelligence to design a trainable intelligent machine or computer.

1943-1944 ENIAC Two University of Pennsylvania professors, John Mauchly and J. Presper Eckert, 
build the Electronic Numerical Integrator and Calculator (ENIAC). Considered the grandfather of digital
computers, it fills a 20-foot by 40-foot room and has 18,000 vacuum tubes.

1944 John von Neumann and Oskar Morgenstern publish their book The Theory of Games and 
Economic Behavior (1944).

1944b Colossus Designed by British engineer Tommy Flowers, the Colossus is designed to break the 
complex Lorenz ciphers used by the Nazis during World War II. A total of ten Colossi were delivered, 
each using as many as 2,500 vacuum tubes. A series of pulleys transported continuous rolls of 
punched paper tape containing possible solutions to a particular code. Colossus reduced the time to 
break Lorenz messages from weeks to hours. Most historians believe that the use of Colossus 
machines significantly shortened the war by providing evidence of enemy intentions and beliefs. The 
machine’s existence was not made public until the 1970s.

1945 Zuse Plankalkül While working on his Z4 computer, Zuse realised that programming in machine 
code was too complicated. He started working on a PhD thesis containing groundbreaking research 
years ahead of its time, mainly the first high-level programming language, Plankalkül ("Plan Calculus")
and, as an elaborate example program, the first real computer chess engine

1946 John von Neumann formulates concept of a stored 'program', setting the stage for flexible 
programming of computers.

1946b Macy Conferences Convened The first of ten Macy conferences is held under the initial title 
"Feedback Mechanisms and Circular Causal Systems in Biological and Social Systems". This series of
conferences (actually motivated by excitement from the 1942 Cerebral Inhibition meeting) will become 
the birthplace of cybernetics as a field.

1947 Turing debriefs Zuse** in Gotingen, Germany Arthur Porter, Alan Turing, and Alwin Walther 
debrief Konrad Zuse, Heinz Billing, Helmut Schreyer in the form of a symposium on developments in 
Computer Engineering in Germany during WWII. In 1948 Zuse and Schreyer visits the National 
Physical Laboratory in London where Turing was working on the 'ACE' computer (automatic 
computing machine).

1947b W. Ross Ashby's paper "Principles of the self-organizing dynamic system" introduces the term 
'self-organizing' into cybernetics parlance.



1948 The central figure in the creation of what is now called control theory was Norbert Wiener (1894–
1964). Wiener was a brilliant mathematician who worked with Bertrand Russell, among others, before 
developing an interest in biological and mechanical control systems and their connection to cognition, 
in his personal life he, as a Jew, was ironically married to an avowed Nazi. Like Craik (who also used 
control systems as psychological models), Wiener and his colleagues Arturo Rosenblueth and Julian 
Bigelow challenged the behaviorist orthodoxy (Rosenblueth et al.,1943). 
Theyviewedpurposivebehaviorasarising from a regulatory mechanism trying to minimize “error”—the 
difference between current state and goal state. In the late 1940s, Wiener, along with Warren 
McCulloch, Walter Pitts, and John von Neumann, organized a series of influential conferences that 
explored the new mathematical and computational models of cognition. Wiener’s book Cybernetics 
(1948) became a bestseller and awoke the public to the possibility of artificially intelligent machines. 
Meanwhile, in Britain, W. Ross Ashby (Ashby, 1940) pioneered similar ideas. Ashby, Alan Turing, Grey 
Walter, and others formed the Ratio Club for “those who had Wiener’s ideas before Wiener’s book 
appeared.” Ashby’s Design for a Brain (1948, 1952) elaborated on his idea that intelligence could be 
created by the use of homeostatic devices containing appropriate feedback loops to achieve stable 
adaptive behavior. (Russell and Norvig, 15) 1948b Shannon Information Theory Claude Shannon´s 
"The Mathematical Theory of Communication" showed engineers how to code data so they could 
check for accuracy in transmission. Defines 'bit' as fundamental information unit.

1948c von Neumann oversees construction of the first stored-program computer at Princeton.

1948d Grey Walter creates autonomous machines called Elmer and Elsie that mimic lifelike behavior 
with very simple circuitry.

1948e Stored Program University of Manchester researchers Frederic Williams, Tom Kilburn, and 
Geoff Toothill develop the Small-Scale Experimental Machine (SSEM), better known as the 
Manchester "Baby." The Baby was built to test a new memory technology developed by Williams and 
Kilburn -- soon known as the Williams Tube – which was the first high-speed electronic random access
memory for computers. Their first program, consisting of seventeen instructions and written by Kilburn,
ran on June 21st, 1948. This was the first program in history to run on a digital, electronic, stored-
program computer.

1948f - Heinz Billing, After the Second World War, he researched and worked at the Institute for 
Instrumentation in the Max Planck Society , which was located on the grounds of the AVA in Göttingen 
and where he developed in 1948 a magnetic drum memory and program-controlled computing 
machines. Billing mainly used amplifier tubes for this purpose . During this time he learned about the 
novel electronic computing machine ENIAC in the USA and its performance. In 1947, an exchange 
with senior English scientists and computer scientists from the National Physical Laboratory (NPL) 
took place in Teddington , where u. a. John Roland Womersley (1907-1958),Arthur Porter and Alan 
Turing were involved. In the form of a colloquium, the British experts interviewed German scientists 
such as Heinz Billing, Konrad Zuse , Alwin Walther and Helmut Schreyer . Billing was confronted for 
the first time with the idea of binary numbers and data storage. In contrast to the English, who worked 
with acoustic storage, used Billing from 1948 intended for music recordings and glued on a rotating 
drum tapes for magnetophones to save numbers. https://de.wikipedia.org/wiki/Heinz_Billing [need to 



find information on his wartime years]

1949- Helmut Schreyer flees to Brazil along with other Nazis. Schreyer, during the war worked on 
technology to convert the radar signal into an audio signal which the pilot of a fighter aircraft might 
recognize. He also worked on the V-2 project.  Helmut Schreyer advised Konrad Zuse to use electrical
circuit technology to implement computers, but he first considered it practically infeasible and then 
could not get the necessary funding. Up to 1942 Schreyer himself built an experimental model of a 
computer using 100 vacuum tubes, which was lost at the end of the war. In 1944 he built an electrical 
circuit to convert decimal to binary numbers. He worked with Zuse on the Z-Series computers after 
befriending him in college. In Brazil he became professor at the Instituto Militar de Engenharia in Rio 
de Janeiro, no doubt of service to Brazil’s Fascist leaders. An interesting note is that he was taken to 
Britain to study the latest computer architectures at the National Physical Laboratory before fleeing, 
perhaps MI-5 missed the note about him being a committed Nazi. 
http://v3.espacenet.com/publicationDetails/originalDocument?
CC=DE&NR=1224364B&KC=B&FT=D&date=19660908&DB=EPODOC&locale=en_EP

1949 Hebbian Learning Donald Hebb demonstrates how simple neural elements and operations could
explain complex observed psychological phenomena such as learning.

1950 Two undergraduate students at Harvard, Marvin Minsky and Dean Edmonds, built the f irst 
neural network computer in 1950. The SNARC,asitwascalled,used3000vacuum tubes and a surplus 
automatic pilot mechanism from a B-24 bomber to simulate a network of 40 neurons. Later, at 
Princeton, Minsky studied universal computation in neural networks. (Russell and Norvig, 16)

1950b Alan Turing addressed the problem of artificial intelligence, and proposed an experiment that 
became known as the Turing test, an attempt to define a standard for a machine to be called 
"intelligent". The idea was that a computer could be said to "think" if a human interrogator could not tell
it apart, through conversation, from a human being.[105] 

1950c Sperry Rand builds the first commercially-available data processing machine, the UNIVAC I

1950d Based on ideas from Alan Turing, Britain´s Pilot ACE computer is constructed at the National 
Physical Laboratory. "We are trying to build a machine to do all kinds of different things simply by 
programming rather than by the addition of extra apparatus," Turing said at a symposium on large-
scale digital calculating machinery in 1947 in Cambridge, Massachusetts. The design packed 800 
vacuum tubes into a relatively compact 12 square feet.

1951 First Simulator During World War II, the US Navy approaches the Massachusetts Institute of 
Technology (MIT) about building a flight simulator to train bomber crews. Under the leadership of MIT's
Gordon Brown and Jay Forrester, the team first built a small analog simulator, but found it inaccurate 
and inflexible. News of the groundbreaking electronic ENIAC computer that same year inspired the 
group to change course and attempt a digital solution, whereby flight variables could be rapidly 
programmed in software. Completed in 1951, Whirlwind remains one of the most important computer 
projects in the history of computing. Foremost among its developments was Forrester’s perfection of 
magnetic core memory, which became the dominant form of high-speed random access memory for 



computers until the mid-1970s.

23 January 1952 - Turing's house was burgled leading to an investigation into his homosexuality: 
Turing's conviction led to the removal of his security clearance and barred him from continuing with his
cryptographic consultancy for the Government Communications Headquarters (GCHQ), the British 
signals intelligence agency that had evolved from GC&CS in 1946 (though he kept his academic job). 
He was denied entry into the United States after his conviction in 1952, but was free to visit other 
European countries. Turing was never accused of espionage but, in common with all who had worked 
at Bletchley Park, he was prevented by the Official Secrets Act from discussing his war work.[130]

8 June 1954, Turing's housekeeper found him dead. He had died the previous day. A post-mortem 
examination established that the cause of death was cyanide poisoning.[131] When his body was 
discovered, an apple lay half-eaten beside his bed, and although the apple was not tested for cyanide,
[132] it was speculated that this was the means by which a fatal dose was consumed.

1956 McCarthy convinced Minsky, Claude Shannon, and Nathaniel Rochester to help him bring 
together U.S. researchers interested in automata theory, neural nets, and the study of intelligence. 
They organized a two-month workshop at Dartmouth in the summer of 1956. The proposal states:10 
We propose that a 2 month, 10 man study of artificial intelligence be carried out during the summer of 
1956 at Dartmouth College in Hanover, New Hampshire. The study is to proceed on the basis of the 
conjecture that every aspect of learning or any other feature of intelligence can in principle be so 
precisely described that a machine can be made to simulate it. An attempt will be made to find how to 
make machines use language, form abstractions and concepts, solve kinds of problems now reserved 
for humans, and improve themselves. We think that a significant advance can be made in one or more
of these problems if a carefully selected group of scientists work on it together for a summer. There 
were 10 attendees in all, including Trenchard More from Princeton, Arthur Samuel from IBM, and Ray 
Solomonoff and Oliver Selfridge from MIT. Two researchers from Carnegie Tech,11 Allen Newell and 
Herbert Simon, rather stole the show. Although the others had ideas and in some cases programs for 
particular applications such as checkers, Newell and Simon already had a reasoning program, the 
Logic Theorist (LT), about which Simon claimed, “We have invented a computer program capable of 
thinking non-numerically, and thereby solved the venerable mind–body problem.”12 Soon after the 
workshop, the program was able to prove most of the theorems in Chapter 2 of Russell and 
Whitehead’s Principia Mathematica.RussellwasreportedlydelightedwhenSimon showed him that the 
program had come up with a proof for one theorem that was shorter than the one in 
Principia.TheeditorsoftheJournal of Symbolic Logic were less impressed; they rejected a paper 
coauthored by Newell, Simon, and Logic Theorist. (Russell and Norvig, 17-18)

1956 At IBM, Nathaniel Rochester and his colleagues produced some of the first AI programs. Herbert 
Gelernter (1959) constructed the Geometry Theorem Prover, which was able to prove theorems that 
many students of mathematics would find quite tricky. Starting in 1952, Arthur Samuel wrote a series 
of programs for checkers (draughts) that eventually learned to play at a strong amateur level (Russell 
and Norvig, 18)

1957 The work of Richard Bellman (1957) formalized a class of sequential decision problems called 
Markov decision processes, (Russell and Norvig, 10)



1958  John McCarthy moved from Dartmouth to MIT and there made three crucial contributions in one
historic year: 1958. In MIT AI Lab Memo No.1, McCarthydefined the high-level language 
Lisp,whichwastobecomethedominantAIprogramminglanguageforthenext30 years. With Lisp, McCarthy
had the tool he needed, but access to scarce and expensive computing resources was also a serious 
problem. In response, he and others at MIT invented time sharing. Also in 1958, McCarthy published a
paper entitled Programs with Common Sense, in which he described the Advice Taker, a hypothetical 
program that can be seen as the first complete AI system. Like the Logic Theorist and Geometry 
Theorem Prover, McCarthy’s program was designed to use knowledge to search for solutions to 
problems. But unlike the others, it was to embody general knowledge of the world. For example, he 
showed how some simple axioms would enable the program to generate a plan to drive to the airport. 
The program was also designed to accept new axioms in the normal course of operation, thereby 
allowing it to achieve competence in new areas without being reprogrammed.TheAdvice Taker thus 
embodied the central principles of knowledge representation and reasoning: that it is useful to have a 
formal, explicit representation of the world and its workings and to be able to manipulate that 
representation with deductive processes. It is remarkable how much of the 1958 paper remains 
relevant today. (Russell and Norvig, 19)

1958b Heuristic Search- The use of heuristic information in problem solving appears in an early paper 
by Simon and Newell (1958), but the phrase “heuristic search” and the use of heuristic functions that 
estimate the distance to the goal came somewhat later (Newell and Ernst, 1965; Lin, 1965). Doran 
and Michie (1966) conducted extensive experimental studies of heuristic search. Although they 
analyzed path length and “penetrance” (the ratio of path length to the total number of nodes examined 
so far), they appear to have ignored the information provided by the path cost g(n).

1958c Early experiments in machine evolution (now called genetic algorithms)(Friedberg, 1958; 
Friedberg et al.,1959)werebasedontheundoubtedlycorrectbeliefthatby making an appropriate series of 
small mutations to a machine-code program, one can generate a program with good performance for 
any particular task. The idea, then, was to try random mutations with a selection process to preserve 
mutations that seemed useful. Despite thousands of hours of CPU time, almost no progress was 
demonstrated. Modern genetic algorithms use better representations and have shown more success. 
(Russell and Norvig, 21)

1959 Dijkstra directed graph search (DAGs)- The two-point shortest-path algorithm of Dijkstra (1959) 
is the origin of uniform-cost search. These works also introduced the idea of explored and frontier sets
(closed and open lists).

1959b Stafford Beer publishes Cybernetics and Management, considered the seminal work in 
management cybernetics.

1960 Heinz von Foerster and the University of Illinois host a conference entitled 'Principles of Self-
organization' - drawing McCulloch, von Bertalanffy, Pask, Beer, Ashby, and many others. Ross Ashby 
comes to Illinois to work at the BCL (ca 1960 or 1961)

1961 IBM´s 7000 series of mainframe computers are the company´s first to use transistors. At the top 
of the line was the Model 7030, also known as "Stretch." Nine of the computers, which featured 
dozens of advanced design innovations, were sold, mainly to national laboratories and major scientific 



users. A special version, known as HARVEST, was developed for the US National Security Agency 
(NSA). The knowledge and technologies developed for the Stretch project played a major role in the 
design, management, and manufacture of the later IBM System/360--the most successful computer 
family in IBM history.

1962 Atlas A joint project of England’s Manchester University, Ferranti Computers, and Plessey, Atlas 
comes online nine years after Manchester’s computer lab begins exploring transistor technology. Atlas
was the fastest computer in the world at the time and introduced the concept of “virtual memory,” that 
is, using a disk or drum as an extension of main memory. System control was provided through the 
Atlas Supervisor, which some consider to be the first true operating system.

1963 In 1963, McCarthy started the AI lab at Stanford. His plan to use logic to build the ultimate Advice
Taker was advanced by J. A. Robinson’s discovery in 1965 of the resolution method (a complete 
theorem-proving algorithm for first-order logic; see Chapter 9). Work at Stanford emphasized general-
purpose methods for logical reasoning. Applications of logic included Cordell Green’s question-
answering and planning systems (Green, 1969b) and the Shakey robotics project at the Stanford 
Research Institute (SRI). (Russell and Norvig, 19)

1964 First major artificial intelligence laboratories established at MIT, Stanford, SRI, and University of 
Edinburgh

1965 Belief State Problems The idea of transforming partially observable problems into belief-state 
problems originated with Astrom (1965) for the much more complex case of probabilistic uncertainty. 
Erdmann and Mason (1988) studied the problem of robotic manipulation without sensors, using a 
continuous form of belief-state search. The belief-state approach was reinvented in the context of 
sensorless and partially observablesearch problems by Genesereth and Nourbakhsh (1993). 
Additional work was done on sensorless problems in the logic-based planning community (Goldman 
and Boddy, 1996; Smith and Weld, 1998). This work has emphasized concise representations for 
belief states. Bonet and Geffner (2000) introduced the first effective heuristics for belief-state search; 
these were refined by Bryce et al. (2006). The incremental approach to belief-state search, in which 
solutions are constructed incrementally for subsets of states within each belief state, was studied in 
the planning literature by Kurien et al. (2002); several new incremental algorithms were introduced for 
nondeterministic, partially observable problems by Russell and Wolfe (2005).

1966 first launch of British Intelligence satellite. [coincidentally UDA is created in N. Ireland same year]

1966b IBM 360 System/360 is a major event in the history of computing. On April 7, IBM announced 
five models of System/360, spanning a 50-to-1 performance range. At the same press conference, 
IBM also announced 40 completely new peripherals for the new family. System/360 was aimed at both
business and scientific customers and all models could run the same software, largely without 
modification. IBM’s initial investment of $5 billion was quickly returned as orders for the system 
climbed to 1,000 per month within two years. At the time IBM released the System/360, the company 
had just made the transition from discrete transistors to integrated circuits, and its major source of 
revenue began to move from punched card equipment to electronic computer systems.

1967 Zuse Cellular Automaton Zuse also suggested that the universe itself is running on a cellular 



automaton or similar computational structure (digital physics); in 1969, he published the book 
Rechnender Raum (translated into English as Calculating Space). This idea has attracted a lot of 
attention, since there is no physical evidence against Zuse's thesis. Edward Fredkin (1980s), Jürgen 
Schmidhuber (1990s), and others have expanded on it. [Perhaps, inspired by the notion that a 
Machine Intelligence is in operation in the psychological space, others have speculated on this, such 
as P.K. Dick in 1977]

1969 Minsky and Papert’s book Perceptrons (1969) proved that, although perceptrons (a simple form 
of neural network) could be shown to learn anything they were capable of representing, they could 
represent very little. In particular, a two-input perceptron (restricted to be simpler than the form 
Rosenblatt originally studied) could not be trained to recognize when its two inputs were different. 
Although their results did not apply to more complex, multilayer networks, research funding for neural-
net research soon dwindled to almost nothing. Ironically, the new back-propagation learning 
algorithms for multilayer networks that were to cause an enormous resurgence in neural-net research 
in the late 1980s were actually discovered first in 1969 (Bryson and Ho, 1969). (Russell and Norvig, 
22)

1969 DENDRAL was powerful because All the relevanttheoretical knowledgeto solve these 
problemshas been mappedoverfrom its general form in the [spectrum prediction component] (“first 
principles”) to efficient special forms (“cookbook recipes”). (Feigenbaum et al.,1971) (Russell and 
Norvig, 23)

1970 The most famous microworld was the blocks world, which consists of a set of solid blocks placed
on a tabletop (or more often, a simulation of a tabletop), as shown in Figure 1.4. 
Atypicaltaskinthisworldistorearrangetheblocksinacertainway,usingarobothand that can pick up one 
block at a time. The blocks world was home to the vision project of David Huffman (1971), the vision 
and constraint-propagation work of David Waltz (1975), the learning theory of Patrick Winston (1970), 
the natural-language-understanding program of Terry Winograd (1972), and the planner of Scott 
Fahlman (1974). (Russell and Norvig, 20)

**1971- Bidirectional search ** , which was introduced by Pohl (1971), can also be effective in some 
cases.

1971b Nilsson, STRIPS Stanford Research Institute Problem Solver (STRIPS) new problem solver 
called STRIPS that attempts to find a sequence of operators in a spcce of world models to transform a
given initial world model into a model in which a given goal formula can be proven to be true. STRIPS 
represents a world n,~del as an arbitrary collection of first-order predicate calculus formulas and is 
designed to work with .models consisting of large numbers of formulas. It employs a resolution 
theorem prover to answer questions of particular models and uses means-ends analysis to guide it to 
the desired goal-satisfying model. This system was an early precursor to GOAP in Game and 
Simulation AI

1971b Cybersyn Stafford Beer is commissioned by the Allende government in Chile to integrate a 
management structure for the national economy, and the CyberSyn project is born.

1972- 'A' Search ** The A  algorithm, incorporating the current path cost into heuristic search, was ∗



developed by Hart, Nilsson, and Raphael (1968), with some later corrections (Hart et al., 1972). Hart 
developed A as part of the Shakey Robot project at Stanford Research Institute, which also developed 
early Planning Systems. Hart later developed the first expert system which was used for resource 
extraction or mining purposes. Peter Hart’s early research at SRI, with Dick Duda, led to the world’s 
first use of context in optical character recognition and to the development of one of the most widely 
used algorithms in image analysis. Their book, Pattern Classification and Scene Analysis, is the ninth 
most-cited reference in the field of computer science. Dechter and Pearl (1985) demonstrated the 
optimal efficiency of A .The original A  paper introduced the consistency condition on heuristic ∗ ∗

functions. The monotone condition was introduced by Pohl (1977) as a simpler replacement, but Pearl
(1984) showed that the two were equivalent. Pohl (1977) pioneered the study of the relationship 
between the error in heuristic functions and the time complexity of A . A  and other state-space ∗ ∗

search algorithms are closely related to the branch-and-bound techniques that are widely used in 
operations research (Lawler and Wood, 1966).

1972b Stafford Beer publishes Brain of the Firm: The Managerial Cybernetics of Organization (1972)

1973 Failure to come to grips with the “combinatorial explosion” was one of the main criticisms of AI 
contained in the Lighthill report (Lighthill, 1973), which formed the basis for the decision by the British 
government to end support for AI research in all but two universities. (Oral tradition paints a somewhat
different and more colorful picture, with political ambitions and personal animosities whose description 
is beside the point.). (Russell and Norvig, 22)

1974 Science fiction author John Brunner introduces the notion of an individual or small group 
affecting an entire society by exploiting networked computer systems in his novel Shockwave Rider 
[suggestive of automated psyops]

1975 Gordon Pask publishes his massive two-volume work on conversation theory, influential on 
chatbot development and natural language processing

1976 Cray Supercomputer The fastest machine of its day, The Cray-1's speed comes partly from its 
shape, a "C," which reduces the length of wires and thus the time signals need to travel across them. 
High packaging density of integrated circuits and a novel Freon cooling system also contributed to its 
speed. Each Cray-1 took a full year to assemble and test and cost about $10 million. Typical 
applications included US national defense work, including the design and simulation of nuclear 
weapons, and weather forecasting.

1978 Planning and Acting The unpredictability and partial observability of real environments were 
recognized early on in robotics projects that used planning techniques, including Shakey (Fikes et al., 
1972) and FREDDY (Michie, 1974). The problems received more attention after the publication of 
McDermott’s (1978a) influential article, Planning and Acting

1979 Stafford Beer's The Heart of the Enterprise, outlining his Viable System Model (VSM), is 
published.

1982 The first successful commercial expert system, R1, began operation at the Digital Equipment 
Corporation (McDermott, 1982). The program helped configure orders for new computer systems; by 



1986, it was saving the company an estimated $40 million a year. By 1988, DEC’s AI group had 40 
expert systems deployed, with more on the way. DuPont had 100 in use and 500 in development, 
saving an estimated $10 million a year. Nearly every major U.S. corporation had its own AI group and 
was either using or investigating expert systems. (Russell and Norvig, 24)

1986 In the mid-1980s at least four different groups reinvented the back-propagation learning 
algorithm first found in 1969 by Bryson and Ho. The algorithm was applied to many learning problems 
in computer science and psychology, and the widespread dissemination of the results in the collection 
Parallel Distributed Processing (Rumelhart and McClelland, 1986) caused great excitement. (Russell 
and Norvig, 24)

1987 Connection Machine Daniel Hillis of Thinking Machines Corporation moves artificial intelligence 
a step forward when he develops the controversial concept of massive parallelism in the Connection 
Machine CM-1. The machine used up to 65,536 one-bit processors and could complete several billion 
operations per second. Each processor had its own small memory linked with others through a flexible
network that users altered by reprogramming rather than rewiring. The machine´s system of 
connections and switches let processors broadcast information and requests for help to other 
processors in a simulation of brain-like associative recall. Using this system, the machine could work 
faster than any other at the time on a problem that could be parceled out among the many processors.

1988 Judea Pearl’s (1988) Probabilistic Reasoning in Intelligent Systems led to a new acceptance of 
probability and decision theory in AI, following a resurgence of interest epitomized by Peter 
Cheeseman’s (1985) article “In Defense of Probability.” The Bayesian network formalism was invented
to allow efficient representation of, and rigorous reasoning with, uncertain knowledge. (Russell and 
Norvig, 24)

1990 Intel Touchstone Reaching 32 gigaflops (32 billion floating point operations per second), Intel’s 
Touchstone Delta has 512 processors operating independently, arranged in a two-dimensional 
communications “mesh.” Caltech researchers used this supercomputer prototype for projects such as 
real-time processing of satellite images, and for simulating molecular models in AIDS research. It 
would serve as the model for several other significant multi-processor systems that would be among 
the fastest in the world.

1992 Genetic Programming Interest in genetic programming was spurred by John Koza’s work (Koza, 
1992, 1994), but it goes back at least to early experiments with machine code by Friedberg (1958) and
with finite-state automata by Fogel et al. (1966). As with genetic algorithms, there is debate about the 
effectiveness of the technique. Koza et al. (1999) describe experiments in the use of genetic 
programming to design circuit devices. The field of genetic programming is closely related to genetic 
algorithms. The principal difference is that the representations that are mutated and combined are 
programs rather than bit strings. The programs are represented in the form of expression trees; the 
expressions can be in a standard language such as Lisp or can be specially designed to represent 
circuits, robot controllers, and so on. Crossover involves splicing together subtrees rather than 
substrings. This form of mutation guarantees that the offspring are well-formed expressions, which 
would not be the case if programs were manipulated as strings.

1994 'Vengeful' computer based tracking system deployed by British in N. Ireland. Caister a 



knowledge based system is used to monitor suspected IRA members, associations, movements, etc. 
Caister is later replaced by the automated AI system, 'Calshot' relied on machine interpretation rather 
then human interpretation.

1994b Stafford Beer introduces 'team syntegration' in his book Beyond Dispute: The Invention of Team
Syntegrity (1994)

1994c Neuroevolution Neuroevolution, or neuro-evolution, is a form of artificial intelligence that uses 
evolutionary algorithms to generate artificial neural networks (ANN), parameters, topology and rules.
[1] It is most commonly applied in artificial life, general game playing and evolutionary robotics. The 
main benefit is that neuroevolution can be applied more widely than supervised learning algorithms, 
which require a syllabus of correct input-output pairs. In contrast, neuroevolution requires only a 
measure of a network's performance at a task. For example, the outcome of a game (i.e. whether one 
player won or lost) can be easily measured without providing labeled examples of desired strategies. 
Neuroevolution can be contrasted with conventional deep learning techniques that use gradient 
descent on a neural network with a fixed topology.

1997 Deep Blue Deep Blue versus Garry Kasparov was a pair of six-game chess matches between 
world chess champion Garry Kasparov and an IBM supercomputer called Deep Blue. The first match 
was played in Philadelphia in 1996 and won by Kasparov. The second was played in New York City in 
1997 and won by Deep Blue. The 1997 match was the first defeat of a reigning world chess champion 
by a computer under tournament conditions.

1998 British Intelligence deploy the AI system 'Mannequin' based on an earlier system 'Effigy' 
developed for fighting the insurgency in N. Ireland. Later deployed further afield such as in Bosnia.

By 1996, the new culture of directed Intelligence had proliferated like some exotic plant inside a 
greenhouse in Bedfordshire, new home of the Defence Intelligence and Security |School. The system 
could run effective surveillance on an entire population and, through the use of psychological warfare 
(reserved, so far, for use in Bosnia), shape popular perceptions of events to suit a military strategy. It 
gave enormous power to those in charge of the system in Northern Ireland. (Geraghty, 1998, 132-133)
2000s Despite these successes, some influential founders of AI, including John McCarthy (2007), 
Marvin Minsky (2007), Nils Nilsson (1995, 2005) and Patrick Winston (Beal and Winston, 2009), have 
expressed discontent with the progress of AI. They think that AI should put less emphasis on creating 
ever-improved versions of applications that are good at a specific task, such as driving a car, playing 
chess, or recognizing speech. Instead, they believe AI should return to its roots of striving for, in 
Simon’s words, “machines that think, that learn and that create.” They call the effort human-level AI or 
HLAI; their first symposium was in 2004 (Minsky et 
al.,2004).Theeffortwillrequireverylargeknowledgebases;Hendleret al. (1995) discuss where these 
knowledge bases might come from. ArelatedideaisthesubfieldofArtificial General Intelligence or AGI 
(Goertzel and Pennachin, 2007), which held its first conference and organized the Journal of Artificial 
General Intelligence in 2008. AGI looks for a universal algorithm for learning and acting in any 
environment, and has its roots in the work of Ray Solomonoff (1964), one of the attendees of the 
original 1956 Dartmouth conference. Guaranteeing that what we create is really Friendly AI is also a 
concern (Yudkowsky, 2008; Omohundro, 2008), one we will return to in Chapter 26. (Russell and 
Norvig, 27)



2001 RTS Research Academic Interest in Game AI One of the seminal articles on game AI was John 
Laird and Michael van Lent’s article Human-Level AI’s Killer Application Interactive Computer Games 
published in a 2001 issue of AI Magazine. This was a significant article, because it was one of the first 
publications by AAAI that recognized real-time games as an excellent environment for AI research. It 
also helped change the mentality of academic researchers from trying to apply existing approaches to 
games, and instead think about building new and specialized approaches for games. 
https://towardsdatascience.com/a-history-of-rts-ai-research-72339bcaa3ee

2002 Earth Simulator Developed by the Japanese government to create global climate models, the 
Earth Simulator is a massively parallel, vector-based system that costs nearly 60 billion yen (roughly 
$600 million at the time). A consortium of aerospace, energy, and marine science agencies undertook 
the project, and the system was built by NEC around their SX-6 architecture. To protect it from 
earthquakes, the building housing it was built using a seismic isolation system that used rubber 
supports. The Earth Simulator was listed as the fastest supercomputer in the world from 2002 to 2004.

2003 GOAP in Game AI Jeff Orkin, Goal-Oriented Action Planning (aka GOAP, rhymes with soap) 
refers to a simplfied STRIPS-like planning architecture specifically designed for real-time control of 
autonomous character behavior in games. I originally implemented GOAP for F.E.A.R. while working 
at Monolith Productions. This A.I. architecture simultaneously powered Monolith's Condemned: 
Criminal Origins. (Brian Legge was responsible for the A.I. in Condemned). My GOAP implementation 
was inspired by conversations within the A.I. Interface Standards Committee's (AIISC) GOAP Working 
Group, as well as ideas from the Synthetic Characters Group's C4 agent architecture at the MIT Media
Lab, and Nils Nilsson's description of STRIPS planning in his AI book.

2009 IBM Roadrunner The Roadrunner is the first computer to reach a sustained performance of 1 
petaflop (one thousand trillion floating point operations per second). It used two different 
microprocessors: an IBM POWER XCell L8i and AMD Opteron. It was used to model the decay of the 
US nuclear arsenal, analyze financial data, and render 3D medical images in real-time. An offshoot of 
the POWER XCell8i chip was used as the main processor in the Sony PlayStation 3 game console.

2009b Jaguar Originally a Cray XT3 system, the Jaguar is a massively parallel supercomputer at Oak 
Ridge National Laboratory, a US science and energy research facility. The system cost more than 
$100 million to create and ran a variation of the Linux operating system with up to 10 petabytes of 
storage. The Jaguar was used to study climate science, seismology, and astrophysics applications. It 
was the fastest computer in the world from November 2009 to June 2010.

2010 Tianhe Supercomputer (China) With a peak speed of over a petaflop (one thousand trillion 
calculations per second), the Tianhe 1 (translation: Milky Way 1) is developed by the Chinese National
University of Defense Technology using Intel Xeon processors combined with AMD graphic processing
units (GPUs). The upgraded and faster Tianhe-1A used Intel Xeon CPUs as well, but switched to 
nVidia's Tesla GPUs and added more than 2,000 Fei-Tang (SPARC-based) processors. The machines
were used by the Chinese Academy of Sciences to run massive solar energy simulations, as well as 
some of the most complex molecular studies ever undertaken.

2011 Sequoia Built by IBM using their Blue Gene/Q supercomputer architecture, the Sequoia system 



is the world's fastest supercomputer in 2012. Despite using 98,304 PowerPC chips, Sequoia's 
relatively low power usage made it unusually efficient. Scientific and defense applications included 
studies of human electrophysiology, nuclear weapon simulation, human genome mapping, and global 
climate change

2013 IBM Watson Watson is a question-answering computer system capable of answering questions 
posed in natural language, developed in IBM's DeepQA project by a research team led by principal 
investigator David Ferrucci. Watson was named after IBM's first CEO, industrialist Thomas J. Watson. 
The computer system was initially developed to answer questions on the quiz show Jeopardy! and, in 
2011, the Watson computer system competed on Jeopardy! against legendary champions Brad Rutter 
and Ken Jennings winning the first place prize of $1 million.

2013b AutoML Automated machine learning (AutoML) is the process of automating the end-to-end 
process of applying machine learning to real-world problems. In a typical machine learning application,
practitioners must apply the appropriate data pre-processing, feature engineering, feature extraction, 
and feature selection methods that make the dataset amenable for machine learning. Following those 
preprocessing steps, practitioners must then perform algorithm selection and hyperparameter 
optimization to maximize the predictive performance of their final machine learning model. As many of 
these steps are often beyond the abilities of non-experts, AutoML was proposed as an artificial 
intelligence-based solution to the ever-growing challenge of applying machine learning. Automating 
the end-to-end process of applying machine learning offers the advantages of producing simpler 
solutions, faster creation of those solutions, and models that often outperform models that were 
designed by hand.

2014 Generative adversarial networks (GANs) are a class of artificial intelligence algorithms used in 
unsupervised machine learning, implemented by a system of two neural networks contesting with 
each other in a zero-sum game framework. They were introduced by Ian Goodfellow et al. in 2014. 
This technique can generate photographs that look at least superficially authentic to human observers,
having many realistic characteristics (though in tests people can tell real from generated in many 
cases).

2015 OpenAI OpenAI is a non-profit artificial intelligence (AI) research organization that aims to 
promote and develop friendly AI in such a way as to benefit humanity as a whole. Founded in late 
2015, the San Francisco-based organization aims to “freely collaborate” with other institutions and 
researchers by making its patents and research open to the public. The founders (notably Elon Musk 
and Sam Altman) are motivated in part by concerns about existential risk from artificial general 
intelligence.

2015b Tensorflow TensorFlow is an open-source software library for dataflow programming across a 
range of tasks. It is a symbolic math library, and is also used for machine learning applications such as
neural networks.

2016 AlphaGo AlphaGo versus Lee Sedol, also known as the Google DeepMind Challenge Match, 
was a five-game Go match between 18-time world champion Lee Sedol and AlphaGo, a computer Go 
program developed by Google DeepMind, played in Seoul, South Korea between 9 and 15 March 
2016. AlphaGo won all but the fourth game; all games were won by resignation.The match has been 



compared with the historic chess match between Deep Blue and Garry Kasparov in 1997.

2019 DeepMind Real Time Strategy AI Deepmind releases its development environment to run AI in 
the Real Time Strategy game, Starcraft II. 


