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# Introduction

In an economy increasingly driven by e-commerce, optionality for consumers has never been greater [SOURCE]. Furthermore, the structure of online reviews allows consumers unprecedented access to information about prospective products and services. In order to compete in the digital age, companies must be able to analyse these customer reviews to evaluate and improve their digital image and reputation. In the context of “stars” or a rating system, this is a fairly trivial matter. However, when no such linear system exists, it becomes a much more challenging and ambiguous task. To properly categorize reviews at scale, a potential solution is to employ sentiment analysis to ascertain the relative quantity of positive to negative reviews. Due to the subjective and specific nature of sentiment analysis, this is a potential application for a machine learning model. Therefore, this project will aim to create a model to classify online customer reviews. To restrict the investigation scope, this project with only explore the potential for decision-tree models.

This model will be constructed from one such dataset of unlabelled customer reviews sourced from TrustPilot, an online review platform. These reviews pertain to a company called ASOS. Given that the model will be used to drive aggregate information about a large corpus of data, success criteria for this project will be creating a model that can classify consumer reviews as ‘positive’, ‘negative’, or ‘neutral’ with an accuracy of at least 80%.

# Background

## Sentiment Analysis

Sentiment analysis is a field focused on identifying and analyzing subjective information contained in text data. It aims to classify the sentiment behind a piece of text, categorizing it as positive, negative, or neutral, and sometimes even more granular emotions like happiness or anger. Sentiment analysis therefore often leverages Natural Language Processing (NLP) to extract subjective and contextual meaning from text [1].

Given the subjective and inexact nature of sentiment analysis, constructing accurate models can be extremely difficult, especially when contending with more nuanced sentiments. Yet even with a more simplistic positive/negative scale, creating a generalizable model can prove elusive. This challenge is often exacerbated by shifting context. When sentiment can refer to multiple contexts words might carry different sentiments in different settings. This variability makes it difficult to create universally effective models [2].

## Decision Trees

Decision trees are a type of machine learning algorithm used for both classification and regression. They are used to model decisions and their possible outcomes with a tree-like structure, with decision nodes branching downwards from a root node to terminate in decision values, aptly referred to as ‘leaves’. Decision trees are trained by attempting to find the attributes that deliver the greatest information gain at each node in pursuit of producing the most accurate tree with the least number of nodes. By ‘pruning’ the tree to reduce the depth, they can be generalized to broader datasets.

A significant motivation for using decision trees is their transparency. Many machine learning approaches, like Artificial Neural Networks (ANNs), are extremely opaque in the resulting decision process, thereby making them difficult to troubleshoot and refine. Decision trees, on the other hand, can often be visualized and evaluated after training, a significant advantage for refining models [3].

## Lexicon-Based Labelling

This project will employ a lexicon to label the training data. A lexicon is a corpus of words and phrases associated with a sentiment value on a certain scale. One such lexicon is the AFINN lexicon. Developed at the Technical University of Denmark in 2011, the AFINN lexicon was specifically developed for sentiment analysis of “microblogs”, or short chunks of text casually posted online [4]. AFINN was developed using twitter posts from 2009, then refined against leading lexicons at the time such as ANEW.

## Term Frequency & Inverse Document Frequency

Term Frequency - Inverse Document Frequency (TF-IDF) is a method used to determine the relative importance of a given token within an instance. This value is derived from the number of times a token appears in a given instance in relation to the relative frequency of that token across the dataset [5]. When applied, it turns a token list into a set of *n* vectors, each representing a specific token, where *n* is the specified dimensionality of the vectorizer. These vectors then become attributes for the transformed data to be fed into the model.

# Method & Approach

## Project Plan

This project can be broken down into three distinct problems. First, the training data must be properly labelled to facilitate supervised learning. Then, the data must be cleaned and transformed into a format that can be modeled. Finally, the appropriate model must be built and refined using these preprocessed data.

To label the training data, a combination of a manual and lexical labelling will be employed. Approximately 10% of the given data will be initially labelled manually. Then the AFINN lexicon will be applied across all instances to the review title and review contents separately. The relative distribution of the scores for labelled instances will be analysed, moderating for the given label, to determine logical boundaries for the classification. These boundaries will then be applied across all instances to label the training data.

To transform the data into a workable format, TF-IDF vectorization will be applied to the preprocessed tokenized data. This will yield a set of features that represent important tokens across the dataset.

Finally, to build and refine the model, attribute selection will first be applied to the TF-IDF results to significantly reduce dimensionality. Once this has been performed, the selected decision tree model will be applied and then fine-tuned to produce the most promising result.

## Preprocessing

The initial state of the data was 2000 unlabeled reviews in plain text. To clean the data, a tokenizer was first applied to break the text into discrete words. Frequently occurring words with little to no significance in the context of sentiment analysis are known as stopwords. Removing these stopwords from the token list can help reduce noise and improve the accuracy of the model [6] In this instance stopwords are removed using a set of common stopwords provided by the nltk library in python.

The next step in preprocessing is to apply TF-IDF vectorization to the remaining to derive numeric attributes that will then be used in classification. In this instance the vectorizer generates 1000 attributes per instance of the most important tokens in the dataset.

## Modeling

Given the restriction of the project scope to decision tree models, the optionality for potential models is naturally limited. Three common approaches to decision trees include the C4.5, random tree, and random forest algorithms.

The C4.5 Algorithm represents a more classic approach to the creation of decision trees, using relative information entropy and gain for attribute selection to produce a reliably accurate decision tree [7]. The C4.5 algorithm benefits from fast computation and relative transparency in the classification process, but handling datasets with high dimensionality often necessitates further attribute selection.

Random tree algorithms present a vastly different approach to the methodical C4.5 algorithm by splitting nodes on a random subset of features. While fast to train, their high variance makes them too unreliable for individual use. Random forest algorithms solve this issue by creating batches of random trees and aggregating their results. In doing so, random forests address the variance issues of random trees and produce highly accurate models. The structure of random forests enables effective handling of high dimensionality without the need for prior attribute selection. However, these benefits come at the price of transparency, as the classification process of random forests is extremely opaque. Random forests also use a significant amount of computing power, and therefore take longer to train, compared to other options. [SOURCE]

Despite the potential drawbacks of the random forest approach, the extremely high dimensionality of the prepared data in this case makes it a potentially more accurate and generalizable option. This project will investigate the relative accuracy of each model in this application.

## Evaluation

Cross-validation will be used in the training of the initial model. The model will then be evaluated on a holdout test set of 100 examples labelled in the same way as the training examples. The accuracy of the holdout test set evaluation will indicate the relative generalizability of the model and reflect any potential overfitting happening during the training process.
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