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Abstract

The expectation-maximization (EM) algorithm is one of the most effective ways to solve for the maximum a posteriori (MAP) estimate of a mixture of Gaussians (MOG). In this project we explore how prior choice affects the performance of this algorithm, both in terms of computational speed and accuracy. Using real-world datasets, we find that the MOGs are solved most efficiently by choosing priors from visual inspection. Choosing priors based on statistics of bins on the data is a close second, and is the superior method which does not require human input. We also find that numerous safeguards need to be added to the EM algorithm to ensure convergence on the correct MAP estimate. Without these safeguards, the algorithm might converge on sub-optimal local maxima, and this is more likely the further away the initial priors are from the true data-generating MOG distributions.

**Index Terms**: mixture of Gaussians, expectation maximization,

# Introduction

The MOG is a useful model in many industry and research settings. It has been used to assist with spam detection by clustering heterogeneous documents to make the feature space easier to understand. It has also been used to classify emotions in speech audio, thus paving the way for more responsive human-computer interactions.

The MOG model is often solved with the EM algorithm. This is a numerical procedure which begins with a set of possible distributions, i.e. priors, and adjusts their parameters iteratively to yield their MAP estimates. In this project, we explore how the choice of initial priors affects the computational efficiency (in terms of number of iterations necessary for convergence at a predetermined tolerance level) and accuracy (in terms of returning the correct distributions when they are known, or returning distributions with the highest log-likelihood when they are unknown) of the EM algorithm. We experiment with three different Normal priors: random priors which do not depend on the data, priors which depend purely on statistics of the data, and priors which are chosen by human inspection. We tested these methods on univariate synthetic and real-world datasets to compare their performances. We attempted to use our own EM algorithm, but we switched to a pre-existing implementation after seeing it fail to converge for certain priors. Our results are relevant to anyone interested in solving MOGs more efficiently and accurately, or interested in gaining a deeper understanding of the EM algorithm.

# Methods

We carried out this project entirely in R and RStudio. Our scripts and experiment log are available at this Github repo: [github.com/damondpham/EM](https://github.com/damondpham/EM)

## Priors

We tried three different methods of choosing the priors:

Table 1: *Summary of Prior Choice Methods*

|  |  |  |  |
| --- | --- | --- | --- |
| Method | Mu | Sigma | Pr(Class) |
| Random | ~Unif(0, 1) | ~Unif(0, 1) | Equal priors |
| Quantile | Spaced evenly on range of data | Std. Dev. of data | Equal priors |
| Inspection | Visually chosen to maximize likelihood | | |
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## EM Algorithm

Talk about how it works.

## Controlling the other hyperparameters

An example of a table is shown in Table 1. The caption text must be above the table.

Table 1: *This is an example of a table.*

|  |  |
| --- | --- |
| Ratio | Decibels |
| 1/1 | 0 |
| 2/1 | ≈ 6 |
| 3.16 | 10 |
| 1/10 | 20 |
| 10/1 | -20 |
| 100/1 | 40 |
| 1000/1 | 60 |

Figure 1: *Schematic diagram of speech production.*

## Equations

Equations should be placed on separate lines and numbered. Examples of equations are given below. Particularly,
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A residue theorem states that
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Applying (3) to (1), it is quite straightforward to see that
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Finally we have proven the secret theorem of all speech sciences. No more math is needed to show how useful the result is!
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Quisque congue leo a fringilla pharetra. Phasellus sed tem- por est, sed auctor purus. Morbi vel lacus ullamcorper, auctor mauris id, pulvinar lorem. Suspendisse potenti. Nam porta, purus non eleifend bibendum, erat metus pellentesque elit, non luctus nibh nunc ornare nisl. Sed rutrum lacinia nisi ac sus- cipit. Curabitur non blandit augue. Integer viverra, ipsum vel molestie euismod, sem quam tempus massa, eget efficitur ante turpis non metus. Quisque efficitur posuere velit in iaculis. Cras imperdiet varius urna vitae vestibulum. Donec accumsan eget nisi sed pellentesque. Vestibulum id quam ut urna volutpat ul- lamcorper gravida sit amet libero. Aliquam bibendum, ligula vitae porta malesuada, arcu diam congue erat, a pharetra diam sem vulputate tortor. Etiam luctus iaculis leo cursus tristique.

Mauris mattis sem dolor, sit amet ullamcorper arcu tin- cidunt ac. Vestibulum at blandit tortor. Quisque bibendum congue leo, vitae eleifend massa. Vestibulum vitae odio elit. Lorem ipsum dolor sit amet, consectetur adipiscing elit. Ut sagittis quam vel felis ornare, in gravida felis tempor. Donec molestie dui quis leo venenatis blandit. Nunc sit amet finibus metus. Cras ut lectus ex.

Suspendisse commodo libero vel leo tincidunt, a tempus mauris porta. Integer varius eros ac sapien lacinia vehicula. Donec porttitor, lacus faucibus rhoncus venenatis, neque quam imperdiet nunc, id consectetur metus purus quis sapien. Phasel- lus interdum nulla vel euismod posuere. Vestibulum finibus magna vel finibus mollis. Curabitur mollis turpis tortor, hen- drerit vulputate justo egestas quis. Nam dignissim luctus leo non elementum. Phasellus a metus at leo malesuada bibendum. Mauris quis eleifend magna, nec vehicula ex. Donec venenatis urna fermentum commodo vehicula. Ut mattis scelerisque ali- quam. Vivamus pulvinar erat metus, id tempus mi vulputate quis.

Fusce lobortis a urna eget blandit. Vivamus in eleifend neque, at sollicitudin lectus. Quisque faucibus egestas lorem, in commodo diam maximus eu. Morbi finibus ante ac felis port-

titor euismod. Donec lobortis aliquam ipsum sit amet luctus. Cum sociis natoque penatibus et magnis dis parturient montes, nascetur ridiculus mus. Etiam rutrum neque sapien, eget luctus turpis iaculis pulvinar. Duis quis pulvinar nunc, nec bibendum ligula. Phasellus suscipit sagittis lacus molestie laoreet. Pellen- tesque lacus diam, tincidunt a aliquam vitae, aliquet non justo.

Etiam lectus lacus, commodo eget consectetur eget, auc- tor vitae leo. Praesent vitae erat in diam blandit semper vitae et eros. Maecenas auctor pharetra nibh eget egestas. Donec accumsan ut risus eget rhoncus. Nam placerat, erat sit amet gravida mollis, purus arcu accumsan diam, tempus pharetra risus mi ac sapien. Ut et tortor porta, pulvinar elit vitae, tem- por mi. Nam interdum, nisl non pharetra molestie, turpis neque commodo ligula, sit amet pretium nisl nibh quis ante. Quisque et ex eget velit lobortis suscipit. Integer aliquam finibus mo- lestie. Sed pellentesque neque eu turpis aliquet, mattis ornare enim finibus. In hac habitasse platea dictumst.

Integer congue quis justo a posuere. Quisque porta, ante et dignissim suscipit, arcu mauris ultrices libero, nec sollicitudin purus lacus a enim. Aliquam feugiat eget lacus molestie so- dales. Duis blandit placerat nunc, et venenatis turpis dictum vel. Nulla facilisi. Nam ullamcorper, tellus eu posuere mattis, arcu lacus dictum nulla, vel mattis nisi sem posuere tellus. Etiam quis eros condimentum lectus lobortis eleifend. In ex lacus, so- dales scelerisque egestas ac, aliquam nec purus. Nunc sit amet magna non libero ullamcorper dictum. Phasellus porta faucibus tempus. Praesent blandit tortor sed tellus ornare consectetur. Sed sed nisi id neque porta varius eu eu velit. Curabitur var- ius convallis justo id facilisis. Mauris auctor velit nec aliquam cursus.

Integer suscipit scelerisque leo sed faucibus. Ut commodo nulla luctus diam posuere egestas. Integer ut augue ac velit ul- lamcorper tempus. Pellentesque in mi rhoncus, sodales sem quis, commodo sem. Aenean dapibus euismod diam id rhon- cus. Nullam vehicula placerat eros consectetur luctus. Aliquam auctor ipsum vitae egestas imperdiet. Ut nulla lacus, imperdiet quis urna vel, ornare imperdiet tortor. Mauris nec diam ac nunc laoreet volutpat at id turpis. Nulla eu neque a risus feugiat iac- ulis ac vel risus. Ut tempus elementum lorem eget porta. Nul- lam et ullamcorper urna. Cum sociis natoque penatibus et mag- nis dis parturient montes, nascetur ridiculus mus. Phasellus eget dui vitae nulla hendrerit ultrices quis rutrum leo.

Proin consectetur lacus sit amet eleifend varius. Etiam eu blandit risus. Curabitur pellentesque urna sed dolor congue mattis. Vestibulum ut velit posuere, feugiat leo a, dignissim massa. Proin eu nulla risus. Fusce luctus bibendum est, sit amet venenatis nisi finibus non. Donec ultricies ornare nunc at lobortis. Nam a auctor metus. Vestibulum pretium condimen- tum turpis ac mattis. Curabitur semper sagittis rhoncus. Duis molestie facilisis mattis. Sed pharetra lorem id tortor efficitur, sed maximus leo posuere. Quisque suscipit molestie convallis. Duis imperdiet placerat congue. Morbi placerat, velit ut tempor porta, ex nisi imperdiet purus, non feugiat ex velit nec nulla.

Phasellus mattis at erat eget lobortis. Vivamus sodales odio non erat luctus faucibus. Curabitur aliquam luctus nulla quis consectetur. Fusce vulputate finibus vulputate. Cras at condimentum massa. Duis vestibulum ipsum ac tortor lobortis fringilla. Cras non neque at nunc pellentesque mollis. Sed quis erat mauris. Ut dapibus sem lectus, quis imperdiet diam biben- dum et. Maecenas quis venenatis ante. Nunc blandit a risus sed scelerisque. Praesent cursus est sit amet nisi tempus, quis plac- erat libero rutrum. Phasellus lacinia nisi quis consequat mollis. Phasellus sagittis aliquam lacus.

Sed dolor quam, posuere nec nunc eget, feugiat lobortis

ligula. Fusce lacinia fermentum dolor, luctus dapibus ex ve- nenatis feugiat. In hac habitasse platea dictumst. Nullam vitae ligula dignissim, interdum turpis quis, tincidunt metus. Nul- lam in nisl vitae mauris egestas porta. Nam fringilla aliquet sapien, non dapibus nunc sollicitudin id. Nunc hendrerit felis et vehicula consequat. Praesent varius libero id volutpat iaculis. Aliquam vel dui imperdiet, pharetra augue sed, iaculis nulla. Quisque mollis orci nec odio eleifend, eget laoreet nunc feu- giat. Cras varius tortor a fringilla gravida.

Sed posuere erat eu dolor consequat euismod. Donec im- perdiet, tellus nec convallis commodo, lorem sem lobortis pu- rus, a lacinia massa ipsum vitae nisl. Quisque mollis orci nec odio eleifend, eget laoreet nunc feu- giat. Cras varius tortor a fringilla gravida. Vivamus auctor tellus in urna iaculis luctus. In dui nibh, posuere a erat a, lobortis finibus nulla. Sed vel suscipit nisi. Nunc eget nibh risus.
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