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摘要

情感分析是当下十分热门的一个研究领域，包括文本情感分析，音频情感分析和视频情感分析等，虽然类别很多，但是研究方法却有很多相通之处，本文主要研究文本情感分析。

随着网络信息的发展，网上的信息量越来越大，我们经常需要对一些文本信息进行统计分析，文本情感分析就是其中十分重要的一类。显然面对上百万的文本信息如果采用人工处理的方法是不可行的，因此从上世纪九十年代以来，用机器学习的方法进行情感分析一直是一个热门课题。

从最初的传统的机器学习方法，到现在的深度学习方法，一代代的研究学者们构建了各种语言模型，使得情感分析的正确率在一步步地提升。本文主要研究基于反馈的深度学习方法应用于文本情感分析，主要包括RNN（也就是循环神经网络）和LSTM（也就是长短时间记忆模型），实验表明基于词向量的长短时间记忆模型对大语料的训练具有很好的效果。
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Deep learning based on feedback in sentiment analysis

Sentiment analysis is a very popular field of research, including sentiment analysis of text, sentiment analysis of audio, video analysis and so on. Though there are many categories in sentiment analysis, the method of research is similar. This paper surveys the sentiment analysis of text.

With the development of network information, the amount of information online becomes larger and larger. we often need some text information for statistical analysis, sentiment analysis is one of a very important class. Clearly, it’s impossible for people to handle millions of text messages one by one. Therefore, since the 1990s, using the method of machine learning in sentiment analysis has been a hot topic.

In the initial stage, it’s the traditional machine learning method, and now it’s the deep learning that appeals to the people. many researchers have constructed a mass of models in languages, and the accuracy becomes higher and higher. This paper surveys Deep learning based on feedback in sentiment analysis, including RNN (i.e. Recurrent Neural Network) and LSTM (i.e. Long Short Term Memory). Experiment result shows that the model LSTM has a better performance in sentiment analysis.
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# 1 绪论

## 情感分析课题的研究背景和研究目的

自从计算机发明以来，人类社会发展日新月异，各种新科技、理论不断涌现，给人们的物质文化生活都带来了极大的便利，尤其是进入21世纪之后，电脑普及到千家万户，手机等数码产品成为每个人身边都必不可少的物品。我们每天都可以发现千万级的信息更新，从最简单的生活琐事到轰动世界的科学大事，这都说明了如今是一个信息大爆炸的时代。情感分析是NLP（也就是自然语言处理）中的一种方法，NLP是一个十分复杂的领域，也是当今计算机科学领域十分热门的一个课题，NLP设计的学科十分广泛，包括计算机学、心理学、语言学、逻辑学等，NLP的研究成果现在已经广泛应用于机器翻译、语音识别、人工智能、模式识别等领域，取得了很大的进步。文本情感分析，简单点来说，就是判断一个句子要表达的意思是积极的还是消极的；当然，现在对它的研究不止于此，我们不仅可以辨别一句话是积极还是消极，还可以对此情绪进行分级，可以对一句话进行喜、怒、哀、乐的划分，得出更细致的文本处理结果。

对文本进行情感分析具有重要的意义，面对网上数以万计的信息，商家希望统计出大家的喜好倾向，以便做出更好的商业策略调整，以期取得更好的商业收益；面对一个电影的上万条评价， 显然无法一条条地进行阅读并统计评论的情感倾向，因为那样不仅费时费力，还会造成资源和金钱的浪费，而基于机器学习的情感分析成果就提供了一个简单、快捷的处理方法。到目前为止，为大家所认可的文本情感分析的研究开始时间是在2002年，当时pang提出了对文本进行处理的N元语法等著名论点[1]。目前情感分析的应用领域绝不仅局限于文本，许多学者在音频、视频、图像的处理上也获得了很好的成果，而且他们之间的方法是相通的，这也体现了NLP应用的广泛性。传统的通过调查问卷进行客户喜好研究分析的调查方式早已经被人们所抛弃，基于网上的信息评论不仅可以得到更大的调研数据，同时这些数据的获取也是相当的方便，对这些数据进行又快又好的处理就是情感分析的研究内容；情感分析当然并不局限在对客户的评论进行统计分析上，比如垃圾邮件的识别与自动拦截丢进垃圾箱也是它的研究成果，来自各种渠道的广告基本上每天都在向我们的邮箱发送垃圾邮件，客服人员永远不可能人工处理完那么多邮件，情感分析就可以自动地帮助他们进行邮件的归档处理。由于在预测进行信息过滤、市场走向、进行民意统计调查分析等方面具有极其重要的作用，文本倾向分析的研究获得了很大的商业利益的驱动，再加上世界各地学者孜孜不倦地工作，该领域表现出十分广阔的发展前景。

## 文本情感分析研究的一般步骤

根据大量专家学者的研究工作，目前一般认为进行文本情感分析需要四个方面的处理步骤，包括进行语料的选择、对我们要分析的文本进行预处理、对文本特征进行标注和选择、对文本进行情感分类[2]。

### 进行语料选择

语料就是一些研究人员收集的来源于真实语言的整合起来的文本。语料库因为来源于真实生活，所以具有很高的研究价值，语料库是进行语言研究的可利用的基本资源。由于各个地区的语言千差万别，而且即便是同一个地区也存在着不同的方言，所以针对每一种语言都可以建立一个语料库[3]，语料库的种类自然会很多，目前中国学者普遍研究的语料库就是中文和英文。除了地区的差别就之外，语料库也有着学科的差别，不同的学科的术语是不同的，不同的词语在不同的学科中出现的频率也是千差万别的，所以研究不同的学科利用的语料库也应该是不同的，这样才能更准确地对我们要研究的对象进行正确的评估分析。此外，不同的语料库的语料规模也是不同的，目前最大的语料库是谷歌的新闻数据库，大约有一千亿个单词，一些小的语料库仅有几万个单词，在一定意义上来说，语料库的大小对实验结果会产生影响，一般语料库越大包含的信息就越丰富，那么我们进行文本处理得到的结果就会越准确。目前，网上有各种各样的语料库供大家选择利用，我们实验选择的是文本8（一个100M大小的语料）。

### 1.2.2对我们要分析的文本进行预处理

对文本进行预处理是文本情感分析中十分重要的一部，一方面预处理能够降低原来的中的噪点（即一些来自文本本身的错误），提高文本分析的正确率；另一方面对文本进行预处理之后能够进一步构建深度学习模型，是进行文本深度学习训练的必不可少的一步。

对我们要分析的文本进行预处理一般需要进行一下几步：

首先，我们得到的直接的数据文本是来自网上的一些爬虫处理的文本，我们需要把所有的小文本整合到一个大文本中以便于我们对文本进行遍历处理。

其次，我们要将我们的文档进行切分成一个一个的句子，然后对每一个句子进行分词处理，文本分词以后可以得到一个包含文本中所有单词的字典，这在之后的模型构建中是非常重要的。为了排除标点符号对实验结果的干扰，我们还要对文本进行符号处理，把逗号、句号、省略号、制表符、换行符等一些常见的标点符号去掉，对于原文中由于乱码等产生的特殊符号，我们也要进行过滤处理。

由于我们处理的是英文文本，所以接下来我们还要对原文中的单词进行拼写方面的检查，拼写检查也是为了降低数据本身产生的噪声，使我们的训练结果更加精确。

我们还有进行大写字母小写化。在文本处理的过程中，我们不想区别单词的大小写，因为单词的大小写在大部分情况下只和单词出现的位置有关，和该单词要表达的意思并没有什么特别的联系，所以我们要把所有的单词都变成小写。

最后，我们把文本中经常出现的一些词根据停用词表进行删除，因为停用词在各种句子中都经常出现，增加了语句的复杂度，但对于我们进行模型训练并没有太大的影响，有时候反而会造成不必要的干扰。我们还要把一些词进行还原，比如has、haven、had、have 统一返回have，是每一个单词的意思不会因为词形的变化受到影响。

经过以上这些步骤，我们就会得到一个较为干净、明了、易于处理的文本了，文本中每两个词之间都以空格相间，接下来我们就可以利用我们得到的文本进行模型构建了。

### 1.2.3对文本特征进行标注和选择

对本文进行特征标注就是对文本中出现的词语的情感进行做标记，通常分为中性词、褒义词、贬义词，当然也可以示研究内容和目的采用其他的极性标注方法。目前常用的标注方法可以两种，一种是利用机器进行自动标注，另一种是采用人工的方法进行标注。用机器进行自动标注时最简单的就是利用一些关键词进行标注，我们可以把文本中出现的词语与标准情感词典（常用的词典是HowNet和WordNet等）进行比较检索，此外在自动标注中常用的方法还有根据情感词的频率进行标注，在实际运用中目前是把这几种自动标注的方法融合运用的。人工标注就是研究者认真阅读每一个句子，然后人工对这些句子中的词语进行标注。采用机器方法进行标注的优点是简单易行、操作迅速，但是标注的准确度有待提高；人工进行标注的优点是标注的准确度很高，标注内容也较为全面，但是缺点也是显而易见：人工标注太过费时费力，面对百万级的语言文本，其工作量可想而知。因此，现在研究者们所采用的一般是在自动标注的基础上进行人工辅助标注，这样既能在一定程度上提高标注效率，又能在一定程度上调高标注的准确性。

在对文本特征进行选择的时候，目前的结构和方法有很多。经常用到的一些特征比如：文本中的一些关键词、出现频率比较高的词、表示情感的词、否定词、主观词等都是进行特征选择时常用到的选择特征。特征选择一方面集中了文本信息，相当于对噪音进行了有效地过滤，另一方面通过特征选择的方式，我们降低了要研究的文本的大小，在空间上降低了模型的维度，降低了计算的时间和复杂度；但是另一方面在对文本进行特征选择的时候，也人为地减少了一部分原有的信息，如果特征选择的不好的话，就会造成信息丢失，对最后的模型构建和情感分析造成影响，降低我们分析的正确率。目前常用到的进行特征提取的算法有很多，从前人的研究成果来看，主要可以分为三类：第一类是Embed（也就是嵌入式方法），之所以成为是嵌入式，主要原因是选择过程的算法被嵌入了学习的算法之中，比如决策时方法就是最经典的该类算法。第二类进行特征选择的算法是Wrapper（也就是封装式方法），封装式特征选择算法相对于其他的特征选择算法的效果更好一些，但是这种算法相对于其他算法也更为复杂，而且算法学习效率也比较低，典型的SBS（序列后向选择算法）就是它的代表，在进行特征评价时，该算法选择的评价标准是利用交叉验证的准确度。第三类进行特征选择的方法是Filter（也就是过滤式方法），该方法中比较常用的算法包括：DF（也就是文档频率方法），DF方法提出的模型是，在文档中，出现频率比较低的词，对文本信息的贡献率比较小，在处理的工程中就可以忽略这种低频度的特征词，从而过滤掉一些无用的信息，提取出来比较主要的特征，但是DF方法遗漏了特征词在特定文本中频度可能很高的情况，所以DF一般适用于规模比较大的文本处理，对于短数据集的效果并不理想；CHI（也就是卡方检验方法），该算法利用统计学原理中的地独立性检验的方法，判断文本中的特征词与每个类别的独立程度，一次来确定是将该特征进行选择还是舍弃；IG（也就是信息增益方法），是一种以信息熵为基础的模型，该模型通过计算信息熵增益，比较每一种特征对文本分类的贡献程度，然后按照由大到小的顺序进行特征选择，信息增益比较小的特征将会被舍弃。特征选择是在进行文本情感分析的过程中非常重要的一部分，构建一个好的特征选择模型，可以使我们的情感分析过程事半功倍，相反如果我们的算法选择的不合理，轻则会降低正确分类的概率，重则导致维度爆炸问题（尤其是对于大文本而言），使得我们对学习模型的训练无法进行。

### 1.2.4对文本进行情感分类

经过以上的步骤，我们基本就完成了文本分类的处理阶段，接下来就是针对我们选出来的特征构建分类模型，然后在我们的分类模型上进行文本的训练，最后输出我们的分类结果。为了对我们的分类结果进行正确的评价，我们还需要与原始的分类数据进行对比计算，得出我们学习模型的分类准确率。

对文本进行情感分类的研究经过了那么多年，也产生了许多种方法，并且每种方法都在不断地更新与改进之中，从最原始的基于语义词典的情感分类方法，到基于传统机器学习的方法，再到基于深度学习的方法，我们构建的模型基本上是越来越复杂，但是在进行文本处理的过程基本是越来越简单，而且我们可分析的文本规模的大小也在逐渐增大，最后的分类结果的准确度也在逐步提高。

用情感词典进行分类是比较原始的分类方法，情感词典中含括了各种词语（如否定词、感叹词、主观词、表情等），对于每一类不同的词根据其对语句情感的影响程度添加权重，然后进行加权加和，最后比较负向情感得分与正向情感得分的大小，选择得分较大的一方作为我们的分类标准。这种方法原理简单易懂，操作上也并不十分复杂，但是它遗漏了很多重要信息（比如无法区别一词多义，对权重的设置存在缺陷等），使得最终得到的分类结果不理想。现在我们常用的方法一方面是利用传统机器学习方法构建的学习模型，另一方面是利用深度学习方法进行构建的模型。

## 如今文本情感分类的两大方法

现在，比较流行的用于进行文本情感分类的方法总体上可以分为两大类，上面我们已经提过，一类是利用传统的机器学习方法进行分类，另一类是利用深度学习的模型进行分类。

### 1.3.1传统机器学习方法

传统机器学习中可用来进行文本分类的算法主要有SVM（support vector machine 也就是支持向量机）算法，NB（naïve bayes 也就是朴素贝叶斯）算法，KNN（k-nearest neighbors algorithm也就是K邻近算法）等。

SVM在传统机器学习中使用十分广泛，它是一种二分类器[4]。SVM通过寻找一个空间中的超平面来对输入的样本进行分割，分割的原理就是使超平面两侧的样本到该平面的距离取得最大值。对于线性可分的数据集我们可以很容易的构造一个线性SVM分类器模型；对于线性不可分的数据集我们需要进行转化，也就是通过映射，把原来的数据集映射到一个线性空间里，然后再对映射后的数据进行分类，映射过程中需要用到核函数，在实际应用中使用频率比较高的函数[5]包括“多项式核函数、字符串核函数和高斯核函数”。为了防止出现过拟合的情况，或者说为了排除原始数据中的一些噪声对模型训练的影响，在实际使用的过程中我们设置一个可容忍误差（也就是松弛变量），该参数的大小对实验结果的准确度影响很大。实验表明，利用SVM进行文本情感分类要比情感词典的方法好很多[6]。

NB模型是一类典型的概率模型[7]，首先它提出了一个规则，也就是假设我们要研究的文本特征的独立性[8]，根据这一假设，在进行文本分类时我们先计算输入和输出数据集的联合分布概率，详细的过程就是先计算它的先验概率分布，然后计算它的条件概率分布[9]，通过这两种学习过程，我们就可以得到P（X，Y）。在接下来进行分类的时候，我们把输入代入我们模型，计算出数据的后验概率分布，然后从中选择后验概率最大的作为我们数据的实际输出。

K临近算法[10]是文本分类中一种十分简便的模型，该模型十分适合用于无监督学习过程，因为它不需要进行训练，也不需要进行参数估计。在该算法中我们通过计算每一个样本点距离分类中心的距离远近来对数据集进行分类，它进行多分类的效果一般比较好，在利用它进行文本分类建模的过程中，有两个问题需要考虑，一个是分类个数的初始化，一个是分类中心的初始化。分类中心的选择根据实际情况一般要稍大于正确值，但也不宜多大，否则会增加计算复杂度；分类中心可以进行多次随机初始化，最后对每一次的结果进行平均，作为我们实验的最后分类，这又叫做K-means algorithm。

### 1.3.2深度学习方法

基于深度学习的情感分类模型是近几年十分火的一个课题，深度学习模型最基本的就是神经网络，深度指的就是神经网络的层数不止是输入和输出层，通过模拟生物大脑的神经系统，我们在入和出之间加上若干隐藏层，隐藏层可以对输入的信息进行复杂的学习过程，最终生成最优的分类模型。深度学习需要大量的计算过程，也正因为它的计算量大，最后才会有很好的结果，当然它被大家欢迎一方面得益于计算机的处理数据的性能越来越好，一方面得益于我们的数据集越来越大，对于这些大数据集来说，使用这个模型会取得很好的分类效果。常用的deep learning模型有：MLP，DA，RBM，CNN，RNN，LSTM等。

MLP（multilayer perceptrons）是最简单也是最基本的深度学习模型，它通过把输入层一步步地向前传播，让计算机自动探究并学习其中包含的关系，并对这些关系进行正确处理，学习到一个最优的处理模型。在对MLP进行训练的过程中，我们用到的是BP算法[11]。

DA（Denoising Autoencoders）就是自动编码器[12]。DA模型的原理是特征提取，也可以说是降维处理。DA模型总体上来说构建了一个从输入到输出的恒等映射，也就是所输入层的数据和输出层的数据是完全相等的，它的目的是训练一个隐藏层出来，使得隐藏层的数据维度小于输入层的数据维度，但是它又能够很好的表示我们原始的数据信息，也就是尽可能减小信息丢失的情况。但是我们原始数据中难免会有噪声，所以在训练的过程中要进行正则化处理，这是其一，其二就是为了防止出现过拟合的情况，我们可以认为地随机添加一些噪声，比如把一些数据直接随机的初始化为零。单纯的DA是无法完成对文本的分类任务的，它只是利用深度方法对特征进行了提取和降维，要想完成最终的分类，还需要连接一个文本分类器，比如SVM或者NB分类器。

RBM（受限玻尔兹曼机）模型只能用于二分类问题，也就是说它的输出只能是0和1。RBM模型中构造了一个函数，我们称之为能量函数，该函数共走反应系统的稳定状态，在文本分析中能够对数据特征进行考量，当能量函数达到最低值时，我们的模型达到稳定状态，这时候我们得到的特征最有最优贡献率。在对RBM模型进行训练的工程中，我们如果选择传统的BP算法，就会发现运算十分复杂，运算量非常大，而且很多情况下不可解，因此我们实际上采用的是CD（**Contrastive Divergence）方法[13]。**

**CNN又叫做卷积神经网络，该模型经常被用于图像识别和视频处理领域。CNN模型是一种基于词向量模型的神经网络结构，在进行CNN模型构建之前，我们需要先对输入的文本进行处理，把它们转化为机器可以识别的语言，CNN的高级之处就在于它的输入是有确定维度的词向量，而且这个维度我们可以认为地进行设定，这样就可以避免词典过大造成的维度爆炸，计算无法运行的问题。把CNN运用于文本处理问题是最近许多学者进行的一项工作，因为文本的长度大小不一，造成了我们在处理上的障碍，目前大多数CNN文本分类时进行的处理过程是，选择长度最长的一个句子作为输入的维度[14]，对于那些长度比它短的句子，我们在它们的空缺上认为地补上0，这样处理的结果可想而知，虽然能够进行运行，但是结果只能差强人意，并不能像视频处理一样得到很好地结果。**

**我们本篇论文的模型基于反馈的，主要就是RNN和LSTM。**

## 文本情感分析的研究现状

文本情感分析经过国内外专家学者几十年的深入研究，已经达到了非常好的效果，不管是最初的基于情感词典的方法，还是后来的基于传统机器学习的方法，一直到现在的深度学习的方法，每种方法都没有说绝对的落后，每一种方法都在被专家学者们研究，每一种方法都在被反复优化。新的方法层出不穷，而且很多新的方法是基于一些原来的基本方法稍加改造之后的结果。把不同种的方法进行融合也是大家普遍进行的一个研究方向，比如利用DA进行特征提取之后采用SVM进行分类；利用RBM进行特征训练，利用RNN进行分类等。针对英文语料库的分类现在已经很成熟了，而且很多分类模型都可以达到很高的精度，比如本文中的LSTM就被公认为目前最好的文本分类模型，它对英文文本训练分类的正确率已经达到了93%。与英文情感分类相比较，中文的情感分类发展的稍微缓慢一些，一方面是因为中文远比英文表现力丰富，更加复杂，另一方面中文的语言规则更加繁琐，上下文之间的联系也远比英文要紧密，更涉及到很多成语、习语、典故等等，不过目前国内外的学者们都在努力研究。

## 论文构成及研究内容

我的论文主要包括五部分，第一部分是两个基于反馈的深度学习方法，也就是RNN和LSTM；第二部分是我的模型构建过程，包括文本的处理和词向量的训练；第三部分是我的实验数据，也就是实验过程中的数据集；第四部分是我的实验结果；第五部分是我对情感分类的一些方法的对比，还有对实验的一些分析。我的研究内容是反馈方法，所谓反馈包括两种情况，一种是前面的信息向后面的反馈，另一种是后面的信息向前面的反馈，因为对于一个文本来说，他们上下文语义之间肯定是有联系的，所以，反馈的目的就在于构建这种上下文之间的联系，让计算机去学习，大量实验表明反馈对于实验结果具有很好的提升。我研究了词带模型和词向量模型作为输入的情况下，他们对于LSTM的表现力如何；针对于词向量的维度，我做了很多实验，最后发现一般情况下词向量维度越高，实验结果就越好，但是维度高于满足需要之后，再增加维度，对实验结果的影响并不大，反而会大大增大实验运行的时间，甚至造成数据溢出，使实验无法进行；在训练的过程中我们采用的是随机梯度下降的方法，但是实验过程中很可能会出现过拟合的问题，导致最后生成的模型不具有代表性，在测试集上的运行结果较低，因此我一方面采用了交叉验证的方法，也就是把数据集分成三部分，用于训练、验证和测试，另一方面我们运用了early stopping的方法，让训练过程提前结束，针对随机梯度下降过程中的batch-size，我也做了实验，实验表明batch-size太大有可能导致出现局部最优解，导致实验结果并不理想。

# 基于反馈的深度学习方法

我的研究是基于两个基本的模型RNN和LSTM，这两种模型都以词向量作为直接的机器语言的输入。

## 文本作为机器语言的输入

在用计算机做文本处理，或者音频处理，或者视频处理的过程中，我们不可能把文字，声音或者视频直接作文数据进行输入，因为这些都是人类的语言，计算机是没法理解的。因此在做这种数据处理或者分析的时候，我们第一步需要做的就是把这些人类可以理解的数据转为成计算机类型的数据。在做文本情感分析的时候我们进行的处理是把每个词语转化成一个空间向量，这样就可以把向量作为输入直接用于机器学习，进而进行分析处理得到我们需要的分类结果。把文本加工成向量，有两种思路，一种是bag of words，也叫作是One-hot Representation，中文叫做“词带”模型，另一种就是Distributed Representation，也叫作是Word Embedding，中文叫做“词向量”。

词带模型就是把每个单词展成一个条带一样的向量，但是条带的大小并不是确定的，因此这个向量的维度是不确定的。在实际处理中我们把要处理的文本集中在一起，然后逐一遍历文本中的每个单词，确保每个单词都被统计在内，最后生成一个由文本中所有的单词构成的字典，字典的大小就是我们最后要构建的词带模型的大小，接着我们对数据集中的每一句话进行处理。我们初始化每个单词都是一个零向量，向量的维度就是地点的大小，如果单词在词典中的某个位置出现，那么我们就把该位置的0改为1，比如说一个词典的大小是9，一个单词“like”在词典中的第七个位置出现，那么我们这个所对应的向量表示就是[0 0 0 0 0 0 1 0 0]。扩展到每一句话，我们就是要把每一句话表示成一个词典大小的向量，我们把这句话中的每一个单词在我们建立的词典中进行遍历，单词出现就将该位置设置为1，否则就保持原来的0。比如说，我们要处理的原文本中包括三句话“This book is good”，“Is it Sunday”，“I like reading”，因为在文本处理中不区分大小写，所以我们在构建词袋模型的时候为了简便统一采用小写形式，那么我们这里构建的词典就是[‘this’，‘book’，‘is’，‘good’，‘it’，‘Sunday’，‘i’，‘like’，‘reading’]，根据词带模型的原理，我们第二句话就可以表示为[0 0 1 0 1 0 0 0 0]；当然在构建词袋模型的时候，我们视情况也会考虑词频，当一个单词在一句话中出现两次时，我们就可以把它设置为2。词袋模型构建起来非常简单，使用起来也极其方便，但是它存在几个问题。一方面我们的词带模型的维度是随着文本大小而变化的，它的不确定性会给训练过程增加难度，而且，当处理一个大文本的时候，我们的词带模型会达到几千维的大小，这对计算机的运算能力也是一个不小的挑战；另一方面我们在构建词典的时候是无法考虑单词在文中出现的先后顺序的，我们只能记录该单词的有和无，结果我们得到的词带其实是每句话的一个无序向量排列状态，这样就没法考虑到单词之间的联系，以及上下文直接的联系，我们把每个单词都看成了孤立的，这显然不符合正常的语言逻辑。所以，词带模型训练出来的分类效果是有限的。

词向量模型产生于1986年，它的创造者是Hinton，我们知道在平面直角坐标系中，我们可以通过测量两个点之间的距离来表示他们的相对位置关系，由此受到启示，专家学者们提出我们可以用空间中的点来作为词语的向量表示，于是，自然而然地，我们可以用表示两个单词的点之间的距离来衡量这两个单词在语义上的相似性，当这两个向量的距离越短，那么他们之间的关系越紧密，当这两个向量的距离越远，那么他们之间的关系也就越疏远。比如，“China”和“Beijing”这两个词在一个训练效果不错的词向量模型中所对应的向量在空间中的距离就十分接近，而“cat”和“moon”分别对应的空间向量在位置关系上就会比较远。当然了，词向量并不像词带模型一样可以直接从词典中简单的得到，词向量是需要机器进行训练学习才能得到的。首先我们要设定一个维度，也就是我们想把单词训练成一个多大的空间向量，维度的大小在一定程度上影响着训练的精度和训练的复杂度（一般就是训练的时间长度），训练词向量需要用到神经网络，而且在训练的过程中，我们的直接目的并不是要得到词向量，词向量只是在训练的过程中顺便产生的附加产物，我们直接的训练目的其实是语言模型。语言模型的训练，到目前为止，公认的最为经典的就是Bengio大师在2001——2003年构造的三层神经网络。后来的专家学者基于Bengio的思想模型提出了更加先进、准确度更高的模型。在2008年，C&W（Ronan Collobert 和 Jason Weston）提出了SENNA方法[15]；同年，M&H（Andriy Mnih 和 Geoffrey Hinton）发表了HLBL的方法；在2010年，Mikolov用循环神经网络对Bengio的模型进行改进，产生了RNNLM词向量模型，既提高了精确度，又缩短了训练时间。现在比较先进的产生词向量的方法包括两种，一种是Word2Vec，一种是Doc2Vec。Word2Vec的研发来源于谷歌团队，它其实包括了两种模型，第一种模型是CBOW（Continuous Bag of Words），在利用该模型进行语言学习的过程中，它是通过学习上文和下文的包含信息，来对当前词语进行预测，预测的结果就是一个概率分布；第二种模型就是Skip-gram，这个模型与第一个相比，可以说是做了一个反转，它的输入其实是第一种模型的输出，它的输出其实是第一种方法的输入，也就是说Skip-gram学习的是当前的单词，然后对可能出现的上文和下文进行预测，预测的结果也是一个概率模型。通过前面的两个模型，我们最终就可以把我们的文本信息转化成一个特定维度大小的空间向量，然后我们就可以利用该向量作为机器学习的输入语言，进一步构建我们的分类模型。Doc2Vec在训练原理和训练的方法上和Word2Vec并没有很大的差别，它只是把段落向量纳入了训练的过程中。

## RNN（循环神经网络）

RNN与其他的神经网络模型相区别，因为它的模型是一个环，如图2-1所示，MLP、RBM、CNN等神经网络都没有用到循环结构，图中的x表示输入层，s表示隐藏层，o表示输出层。
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图2-1 图2-2

隐藏层的循环结构表示，上一次的隐藏层的数据可以传递到下一次的训练过程中来。在语言学中我们知道相互的两个单词之间，或者上下文之间都是有着表达上的联系的，比如说“小明想约我去吃饭，可是我刚吃过饭”，这句话中上下句放在一起才能说明“我不能和小明一块去吃饭了”这个事实，如果抛开上下句，那就变成了单纯的小明想约我吃饭和我刚吃过饭，并没有表达出这句话的主人真正想表达的意思。RNN就是基于这一点出发，为了便于理解，我们把RNN沿着时间轴展开，如我们的图2-2所示，我们可以清楚地看到信息沿着时间轴一步步地向前传播，当我们输入第一个单词的时候，我们的神经网络对其进行了学习，学习得到的信息很大一部分储存在我们的隐藏层（也就是s层）中，我们把t-1时刻的隐藏层传到t时刻的隐藏层，就相当于把上个单词所表达的含义与下个单词结合了起来，我们在这两层之间设置一个权重W，表示把上文中的信息传到下文中的比例。当输入就这样沿着时间轴向前传递的时候，信息也被累积在一起，所以最后所有的信息都汇总在了最后一个单词的输出上了，最后一个单词的输出也就是我们最后的分类结果，从理论上来说它是文本中所有信息的整合，具有很好的表现力。RNN的公式[16]如下：
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在上面这个公式中，W是对应于隐藏层向下传播的权重，V是输入层向输出层传播的权重。b是一个偏差项，是为了防止欠拟合而加的一项偏置，对于输入和输入，他们分别对应的偏置是不同的。在对RNN模型进行训练的过程中，采用的是BP算法，但是，在此过程中存在着一个问题，当我们的句子过长的时候，我们的传播层就会很多，我们进行反向传播的层数也就会很多，我们每反传一次，就会对因式进行一次指数层级的累加，最终会导致一个很严重的问题，如果我们的因式大于1，那么就会产生一个很大的梯度下降，造成参数波动极大，显然无法完成训练任务，如果我们的因式小于1，就会产生一个很小的梯度下线，近乎为0，那么我们的参数就几乎没有被更新，很显然也没法完成训练任务。所以，RNN模型只适用于短文本类型的情感分类，对于长文本无法进行处理。有学者对RNN的模型进行了改进，提出可以构建一个Multiplicative RNN（多层循环神经网络），然后利用HF optimizer进行训练，就可以对长文本进行分类。

## LSTM（长短时间记忆模型）

长短时间记忆模型是在RNN模型的基础上改造的，因为我们的原始的RNN模型在比较长时间的序列传递上无法进行正确信息的传递。LSTM模型的根本原理和RNN是一样的，只是它增加了三个门结构，这三个门起到了一个控制中心的作用，这点是仿照人的神经系统的工作原理创造的。在生物的神经调节的过程中，低级神经要收到高级神经的控制，比如我们的体温调节系统，首先我们皮肤上的感受器感受到温度变化，然后把这个信号传入，我们并不会直接进行穿衣活动，因为这个传入信号要收到大脑的控制，我们的大脑对传入信号进行处理，然后发出调节体温的命令，“穿衣或者不穿”，当然实际中的体温调节远比这里讲的要复杂得多，但是LSTM就是仿照了这个原理，设计出了类似于大脑神经中枢的门枢纽，门的开闭意味着信息的传递与舍弃，在具体计算的过程中，门的状态值十分接近于0，表明该门枢纽对应的信息基本被舍弃，即我们认为该信息是无用的，门的状态值十分接近于1，表明该门枢纽对应的信息是十分有用的，是我们要全部保留进行传递的。输入门决定是否要把输入信息进行训练，以及输入信息被纳入计算的程度；非常重要的一个门结构是遗忘门，遗忘门与上一个时间节点的隐藏层信息（在LSTM里就是中心记忆室cell）直接相连，上文的信息是否对下文产生影响，产生多大的影响，这在很大程度上是通过遗忘门来进行调控的；最后一个门是输出门，掌管着我们输出信息的强弱。LSTM的计算过程[17]如下所示：

首先是临时记忆中心的计算：![](data:image/x-wmf;base64,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) （2-3）

然后我们要计算输入门值： ![](data:image/x-wmf;base64,183GmgAAAAAAAOAUYAIACQAAAACRSAEACQAAAzMDAAACABMBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAUCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gFAAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AEQMHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////5JQojAAAKAKA2bQAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTH7BLwBBQAAABQCoAE/BBwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////uSYKZQAACgDgN20ABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAKCnpDwADBQAAABQC9ABAARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////+SUKJAAACgAAOG0ABAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAdHR0dPgFRwT7BLwBBQAAABQCAwLyABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////uSYKZgAACgBAOW0ABAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAaWl4aWhpY2nFBD4A/gM+AOAEPgBpBLwBBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////+SUKJQAACgBgN20ABAAAAC0BAAAEAAAA8AEBABMAAAAyCgAAAAAIAAAAYXd4d2h3Y2KVBLMBiQKsAXIDmwFOAwADBQAAABQCoAEZAxwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAAAUCKAdBFWROn+////uSYKZwAACgCAN20ABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcwAAAwUAAAAUAvQA1QscAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAAFAigHQRVkTp/v////klCiYAAAoAoDZtAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAC0t+wS8AQUAAAAUAqABCwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAFAigHQRVkTp/v///7kmCmgAAAoAwDZtAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAD0rKyvgBR4F+wQAAxMBAAAmBg8AGwJBcHBzTUZDQwEA9AEAAPQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINhAAMAGwAACwEAAgCDaQAAAQEACgMAHAAACwEBAQACAIN0AAAACgIEhj0APQIEhMMDcwIAgigAAgCDdwADABsAAAsBAAIAg2kAAgCDeAAAAQEACgIAg3gAAwAcAAALAQEBAAIAg3QAAAAKAgSGKwArAgCDdwADABsAAAsBAAIAg2kAAgCDaAAAAQEACgIAg2gAAwAcAAALAQEBAAIAg3QAAgSGEiItAgCIMQAAAAoCBIYrACsCAIN3AAMAGwAACwEAAgCDaQACAINjAAABAQAKAgCDYwADABwAAAsBAQEAAgCDdAACBIYSIi0CAIgxAAAACgIEhisAKwIAg2IAAwAbAAALAQACAINpAAABAQAKAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB0SACKAQAACgAGAAAASACKAQAAAABA1hkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) （2-4）

接着是我们的遗忘门： ![](data:image/x-wmf;base64,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) （2-5）

再接着是我们的记忆中心： ![](data:image/x-wmf;base64,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) （2-6）

下面是我们的输出门： ![](data:image/x-wmf;base64,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) （2-7）

最后是我们的输出值： ![](data:image/x-wmf;base64,183GmgAAAAAAACAKYAIBCQAAAABQVgEACQAAAzsCAAACAMIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAiAKCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gCQAAFQIAAAUAAAAJAgAAAAIFAAAAFAKgARMFHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////fNgpqAAAKAEA2bQAEAAAALQEAABAAAAAyCgAAAAAGAAAAdGFuaCgpbACoAMAAwACxAQADBQAAABQC9AACARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////LyIKIwAACgBgNm0ABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAdHR0TcUCGgW8AQUAAAAUAgMCtQMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///982CmsAAAoA4DhtAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG95vAEFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8vIgokAAAKACA4bQAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABoYWNevwIyBQADBQAAABQCoAHNARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAUCKAdBFWROn+////3zYKbAAACgBgOW0ABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAPdewAgADwgAAACYGDwB5AUFwcHNNRkNDAQBSAQAAUgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAwAcAAALAQEBAAIAg3QAAAAKAgSGPQA9AgCDYQADAB0AAAsBAAIAg28AAAEAAgCDdAAAAAoCBIbFItcCAoJ0AAIAgmEAAgCCbgACAIJoAAIAgigAAgCDYwADABwAAAsBAQEAAgCDdAAAAAoCAIIpAAAA2QoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHRIAIoBAAAKAAYAAABIAIoBAQAAAEDWGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) （2-8）

X代表我们的输入，也就是我们在此时此刻的单词，当然了，单词是无法直接作为机器语言进行计算了，我们前面已经讲过，我们这里把单词转换成了词向量，因此这里的x是一个空间N维向量，这里的N值大小由我们进行决定；w代表的是权重，顾名思义，w就是衡量每个值所占的信息比重的参数，对于不同的控制门我们的权重是不一样的，权重的大小不是人为设定的，它是通过机器进行学习最后得到的，w是一个N\*N的矩阵，它与x其他的参数相乘之后得到的是一个N维的向量；b是一个非线性参数，我们称之为偏差，b也是一个N维大小的向量，b的作用就是优化训练方程，防止出现欠拟合的情况，b的值同样是要经过机器自己学习的，我们不能进行人为设定。公式中的![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQIoB0EVZE6f7///+1OQrwAAAKAIA2bQAEAAAALQEAAAkAAAAyCgAAAAABAAAAc3kAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITDA3MAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoBAAAKAAYAAABIAIoB/////0DWGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是一个函数，该函数是我们构建神经网络进行数据分类时经常用到的，一般称为逻辑斯蒂函数（也叫作S函数）。上面的公式中最重要的一项就是c，这个值存储了我们输入的信息，最简单的LSTM只有一个记忆中心，处理起来也不麻烦，但是很多情况下我们选择多个记忆中心，这些记忆中心连接着相同的输入和输出，不同的是他们作用的权重大小，使用多个c可以更好的对信息进行储存和传递[18]，当然，也会使得计算过程变得更加麻烦。

# 实验步骤

在我的这个实验的过程中，我采用的实验步骤基本就是按照传统的文本情感分类的步骤，因为我们的具体模型是基于反馈的深度学习模型，也就是LSTM，所以在具体的处理过程中也有一些区别。

## 实验数据及处理

我在这个实验中采用的数据来自文本分类中十分常用的两个数据集，他们都是关于电影评论的，叫做mouvie review。其中一个数据集是长集，包括50000条评论，其中认为电影积极的评论是25000条，认为电影消极的评论也是25000条。另一个数据集是短集，总共包括10659条评论，其中认为电影积极的评论是5329条，认为电影消极的评论是5330条。

在进行词向量的构建之前，我们需要对这些文件进行一些简单的处理。首先这些文件是由 50000个小文件组成的，每一个小文件是一个人的评论，我们需要把这些评论整合到一个文本之中，最后这个大的文本包含50000个数据，其中25000个评论是积极的，25000个评论是消极的。之后我们先利用正则表达式把文本中的换行符、制表符等去掉，接着把逗号、句号、引号等标点符号去掉，之后把所有的单词进行小写化处理，最后对文本进行分词处理，这样我们就得到了一个只含有小写字母的文本数据集。

接着我对得到的上类数据文本进行两种处理，也就是构建两种模型，这两种模型在上面我们已将说过了，一个是词向量，另一个是词带模型。

首先是词袋模型的建立，这个很简单，我对文本中的每个单词进行逐个的便利操作，如果遇到的单词不在我们已经建立好的词典当中，我们就把它统计进去，如果遇到的单词在我们的词典中已经存在过了，我们就把它出现的次数进行统计，正常情况下词典中的单词出现的位置都是随机的，所以前后两个单词之间基本是独立的，相互之间不会有影响，但是在这里我进行了一个简单的排序，我把把词典中的所有单词按照他们在数据集中出现的次数高低进行排列，出现次数比较高的，我们放在词典的最前面，出现次数低的，我们放在词典的最后面。之所以这么做，是因为我们要训练的模型是LSTM，而LSTM结构最基本的就是时间序列，也就是单词的上下文之间存在着相互影响的联系，所以，我们提出一个假设：假设出现频率越高的词语，在文中传递的信息越远，因此，放在词典最前免得词语的信息将会一直被传递到最后，对它沿时间经过的单词都会产生或大或小的影响，而排在词典最后的单词，我们认为它出现的次数太少，对文本信息的贡献率也是最低，所以它的信息对其他单词机会没有什么影响。

至于词向量的构建，我们用Word2Vec进行处理，这点和前面一模一样，我们只需要对向量的维度进行初始化就可以了。

## 将处理好的数据代入模型进行计算

根据我构建的模型（LSTM模型），直接将上面得到的数据带进去，进行计算。在计算的时候，需要对对变量进行初始化处理，我们把权重w采用random进行随机初始化，把偏差b全部初始化为0。对变量进行初始化的方法有很多，这里只是其中的一种。初始化之后就可以直接代入极性计算了。这个时候计算出来的结果只是为了能够进行接下来的训练，并没有其他实质性的代表意义。

## 训练我的模型

要想对一个神经网络进行学习，也就是把实验中的相关变量参数求解得到最优结果，在LSTM中就是寻找一组w和b的值，使得我们的模型计算出的结果与我们的真实值最为接近。为了达到这个目的，我们首先要定义一个函数，也就是能够准确描述实验值与真实值接近程度的函数，我们称之为代价函数。常用的代价函数包括两种，一种是方差计算方法，一种是交叉熵计算方法，在这里我选择第二种方法，因为第一种方法在进行参数更新时较为缓慢，而我们的数据集又比较大。求最适合参数的过程其实就是使目标函数最优化的过程，我们要使这种误差最小，也就是使目标函数取得最小值，按照数学上的方法就是进行求导，解出它的最小值。但是在用机器进行学习的过程中，我们不可能直接通过求解函数进行参数求解，因此我们采用数学上的逼近思想，通过梯度下降，对参数进行逐步更新，最终一步步靠近我们函数的最小值。梯度下降的速度选择也是一个问题，因为参数选的过小，我们在更新的时候每次只对数据进行了非常小的改动，要想达到我们的最优点，需要的时间就会非常长；但是，如果参数选的太大，虽然会使得我们的参数更新变快，却也会导致我们的实验值在最优值两侧往复摆动，永远达不到最优，形成一个死循环。我在该实验中选择的速度是0.0001，在牺牲了一部分学习速度的情况下，以期取得更好的实验结果。在实验过程中，经常出现的一个问题就是过拟合，也就是说，我们最后训练出了一个和我们的训练集非常非常逼近的模型，但是由于我们的输入并不是完美的，存在着偶然性，有一些噪点，这样就造成我们的模型不能对其他的数据进行分析评估，而我们训练模型的目的恰恰是要对其他的数据进行分类的。所以，我们要降低这种完美的训练拟合程度，也就是对模型进行泛化处理。有一种泛化方法，是对输入的数据进行操作的，我们可以把输入的数据进行随机加噪，就是把一部分输入初始化为0，这样就可以在一定程度上阻止过拟合的发生。在我此次的实验中应用了三种方法去处理，首先是dropout的处理方法，这种方法需要对网络模型进行修改，正常情况下我们应该按照网络结构，一步步地进行计算，知道网络的最后一层，然后输出我们的分类值；但是在dropout的处理方式中，我们要主动地放弃一些神经节点，每次随机地丢掉一些节点，并且多次进行同样的处理，采用每一次输出结果的平均值作为实验结果。因为我们丢弃了部分节点，也就是说我们降低了每个网络的复杂度，但是又增加了需要训练的网络模型的个数，从总体上来说，并没有减弱我们模型的学习能力，由于随机训练了多个网络，使得每个网络的学习路径不尽相同，从而很大程度上避免了过拟合的出现，本次实验中，我是设置的节点随机丢弃率是百分之五十；第二种方法是提前停止，当实验结果趋于稳定的时候，我们就没必要再对所有的数据进行计算，那样一方面会浪费时间，另一方面会造成过拟合，所以我们只需要设定一个适合的值，如果我们的错误率在执行这个值的步骤之后都比现在的要大，我们就有理由相信我们现在的错误率基本就是最优解，那么模型的训练到此为止就可以了，我在这次实验中设定的耐度值是10；第三种方法是交叉验证[19]，在神经网络中这个方法十分常用，过拟合就是模型的适用性太低，它对训练的数据有非常好的拟合效果，但是一旦换了一个数据集就不行了，所以我把实验数据随机分成三部分，训练部分、验证部分和测试部分，通过训练部分和验证部分进行交叉验证就能降低出现过拟合情况的概率，在本次试验中，我的训练部分和测试部分的比例是19:1。

除了上述问题外，在实际训练的过程中还会出现局部最优解的情况。在数学中我们知道，一个函数的最小值只能有一个，但是一个函数的极值可能有很多。于是，在我们的代价函数中就会出现这样的问题，当我们的参数值停留在一个极值点处时，训练就会停止，这是返回的输出值并不是我们要求的最值，这就造成了模型分类效果变差。为了尽可能减少这种情况出现的概率，我们在实际训练的时候采用随机梯度下降的方法。在传统梯度下降过程中，我们的代价函数是所有的样本模型输出值与真实值之差的平均值，也就是说没更新一次参数，我们就要把所用的训练样本进行计算一遍，对于几万条的数据，计算量可想而知，虽然这样得出的代价函数的表达式是最精确的，但是复杂度太高，而且极易造成局部最优，所以我在实验中采用更为简单有效的随机梯度下降。我们只对一条或者一小部分样本进行计算，根据它的计算结果直接对参数进行更新，因为样本是随机挑选的，所以对随机挑选的一部分都能达到很好的分类效果的话，它对整个样本基本上也会拥有很好的效果。

## 3.2 实验介绍

在我的研究中，我针对不同的研究目的做了不同的实验，在实验模型的构成上也会有些不同。

### 3.2.1 实验一：词带模型和词向量模型的比较

第一个实验，我们要研究这两种模型在LSTM模型上的分类准确度。对于词向量，我们已将准确的描述过了，这里只需要把每个单词得到的向量作为LSTM在时间t处的输入就行了，所以时间序列的长度等于句子中包含的单词的个数。对于词袋模型，要想在LSTM中进行训练，我们要基于上文中的假设：假设出现频率越高的词语，在文中传递的信息越远。这是我们的LSTM的长度是固定的，对于每句话来说它的长度都等于词带的大小，比如说其中的几个文本对应的词带是[1 0 0 2 4 0 0 6 9 0 1 0 2 0]，那么这个LSTM的长度就是14，t=1时，输入x=1，t=2时，输入x=0，以此类推，把词带中的每一个值依次作为一个输入向前传递。实验中，我是用的是数据集二，也就是短集，因为数据集太大的话对词带的训练将会变得异常缓慢。

## 3.2.2 实验二：数据集的大小对实验的影响

在这个实验中，我们使用基于词向量的LSTM模型。实验的输入分别是前面的两个数据集，第一个是大小为50000的长集，第二个为大小为10659的短集。除了输入以外的其他参数都一样，验证集占交叉验证的比例都是百分之五，词向量的大小都是128维，提前停止的忍耐度都设置为10，随机丢弃神经节点的比例都是0.5。这个实验我们要研究的是LSTM在不同大小的数据集上的学习能力是不是有差别。

### 3.2.3 实验三：词向量维度

在训练词向量的过程中，向量的维度大小是认为设定的，也就是说我们可以选择任意大小的维度作为LSTM的输入。因此，我们肯定会猜想，是不是存在一个最适合、效果最好的维度能使我们的模型达到最好的学习目的。在这个实验中，我们使用的数据集是50000大小的长集。我设置了十组实验，除了词向量维度以外，他们的其他参数都完全一样。这十组实验的维度分别是15，30，40，60，80，128，180，256，400，500。我们分别记录每一组实验的分类结果，然后进行比较分析。

### 3.2.4 实验四：batch-size的大小

首先我们要说一下什么是batch-size，在避免局部最优解的方法中，我们使用了随机梯度下降，它是分别对每一个输入进行计算输出误差之后，立即进行反向传播，进行参数大小的更新。这种方法虽然简单，运算量也相对来说小很多，而且可以避免局部最优，但是，每次对一个数据进行计算然后更新具有很大的随机性，基本上很难保证收敛性，于是，我们在模型之中反复计算，却始终得不到需要的结果；如果batch-size的值选的太大，就又回到了我们的传统的梯度下降方法，很可能就会造成局部最优解。这次实验过程中，我设置了7组对照实验，他们的batch-size分别设定为1，20，64，80，200，500，1000。我们分别记录每组实验的结果，并进行比较分析。

### 3.2.5 两种MLSTM模型

其实在最基本的LSTM模型上还有许多变形，这次实验中我要研究的就是其中的两种变形。这两种变形的基本思想都是一样的，都是MLP。MLP是最基本的神经网络，它之所以具有很好的效果，是因为它有不止一个隐藏层，这些隐藏层就好像神经结构，神经结构比较多学到的东西就会越深入、越丰富。第一个模型我们把每个LSTM序列的cell进行多层学习，这里我设置层数为3，就是说我的MLSTM包括一个输入层，3个cell隐藏层（3个cell直接相连，不再连接遗忘门），一个输出层，输入门仍位于第一个cell之前，输入出则位于最后一个cell之后，在这个模型中，我们的原理是，在生物学兴奋传导的过程中，经过每条神经纤维的逐级传到，最后信号被传到效应器，然后发生相应的反应，我们的各级cell就相当于每条神经元的细胞体。第二个模型中我们把第一层的输出作为下一层的输入进行信息传递，在这里我们同样设置了三层学习模型，每层 相当于一个完整的LSTM，在水平方向上依然是时间序列，在竖直方向上则是三个LSTM的组合，每一层都有输入门、遗忘门、输出门，在这里我们是仿照高等生物信息传递收到大脑中枢神经调节的原理，我们假设每一层的输出都要由大脑进行一次信息处理，并决定是否需要记录、或者是否需要遗忘。在这两个实验模型中，我们的输入都是50000大小的数据集，用词向量模型进行处理，向量的维度设为128，作为模型的输入，训练的时候仍然是BPTT。

# 实验数据

## 4.1实验一：词带模型和词向量模型的比较

在这个10659大小的数据集上，我们的LSTM在词带和词向量模型上的结果如下表所示：

|  |  |  |
| --- | --- | --- |
| 模型 | 数据集大小 | 分类准确度（accuracy） |
| LSTM+词带 | 10659 | 75.6% |
| LSTM+词向量 | 82.2% |

表4-1

从上表我们可以看出，LSTM模型在词向量上的效果要比词带好很多。

## 4.2 实验二：数据集的大小对实验的影响

在这个实验中，我们在50000大小和10659大小的数据集上分别进行了测试。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 模型 | 数据集大小 | 词向量维度 | Dropout | 分类准确度（accuracy） |
| LSTM | 10659 | 128 | 0.5 | 82.3% |
| 50000 | 87.6% |

表4-2

从上表，我们可以看出，LSTM在大数据集上的学习效果要比在小数据集上的效果好很多。

## 4.3 实验三：词向量维度

在这个实验中，我们设置了10组分别进行对比，实验采用的是50000的长集。实验结果如下表：

|  |  |  |  |
| --- | --- | --- | --- |
| 模型 | 数据集大小 | 词向量维度 | 分类准确度（accuracy） |
| LSTM | 50000 | 15 | 86.5% |
| 30 | 86.6% |
| 40 | 87.1% |
| 60 | 87.2% |
| 80 | 87.1% |
| 128 | 87.4% |
| 180 | 87.6% |
| 256 | 87.5% |
| 400 | 87.6% |
| 500 | 87.6% |

表4-3

从上表我们可以发现，虽然数据有一些波动，但是从总体上来说，随着维度的增大，最好的分类准确度也在提高。

## 4.4 实验四：batch-size的大小

在这个实验中，我们设置了7个对照组，分别在128维的向量上训练LSTM模型。实验结果如下表：

|  |  |  |  |
| --- | --- | --- | --- |
| 模型 | 数据集大小 | Batch-size的大小 | 分类准确度（accuracy） |
| LSTM | 50000 | 1 | 90.1% |
| 20 | 88.6% |
| 64 | 87.5% |
| 80 | 87.6% |
| 200 | 86.8% |
| 500 | 85.7% |
| 1000 | 86.1% |

表4-4

通过上面表格中的数据，我们可以发现，虽然数据有一些波动，但是从总体上来说，我们的分类效果随着batch-size的增大是在逐渐下降的。

## 4.5 两种MLSTM模型

最后一个实验，数据集是大小为50000的长集，我们用128维的向量，batch-size为64的LSTM模型进行处理。实验数据如下表：

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 模型 | 数据集大小 | 词向量维度 | Batch-size大小 | Dropout | 分类准确度（accuracy） |
| LSTM1 | 50000 | 128 | 64 | 0.5 | 89.2% |
| LSTM2 | 90.3% |

表4-5

通过上面的表格，我们可以看出，LSTM2的效果要比LSTM1稍微好一些。

# 实验结果的说明与分析

首先通过实验一，我们发现词袋模型的训练效果并不好，这个结果甚至比贝叶斯分类还低。但是词向量的LSTM效果还是很不错的。其实LSTM最为深度学习方法，并不适合用于词带模型的训练，LSTM模型之所谓被设计出来，就是因为它考虑到了上下文信息的相互关联性，通过时间序列的传播，上文的信息被传播到下文，这样相互之间的语义就被联系了起来，因此训练结果就会得到优化。但是，词袋模型在建立的过程中是一个单词无序排列的随机状态，虽然我们做出了假设：假设出现频率越高的词语，在文中传递的信息越远，但是因为单个文本的大小是有限的，一个文本小的只有短短10个单词左右，大的也只有1000左右，所以，每个单词出现的频率并没有非常明显的差别，而且有些单词虽然出现的频率低，但是他们携带的信息量确实非常大的。

通过实验二，很名言，长集的效果比短集要好。所以有些学者说过，在一定程度上“你的数据集决定了你的实验结果”，当然这句话并不完全正确，只是在一个方面上的描述。大的数据集之所以会有更好的效果，一方面是因为它携带的信息量更大、更全面，机器可以更好的对文本进行深入准确的学习；另一方面是因为文本越大，实验中出现过拟合的概率就会越小，所以实验会得到更好的准确度。

在实验三中，总体上来说，词向量维度越大，实验结果就会越好，因为，维度越大，对应的向量空间越复杂，它包含的信息也就越多，那么我们的向量就可以更好地对每个单词进行表示，向量之间的距离也能更好地反应单词之间的关系。但是，在本实验中，当维度大于128时，进一步增大维度，对结果的提升并没有非常明显，训练时间却会明显的增加，因为维度增大会明显加大机器的计算量，而且当维度太大时对内存要求也很高，一般的计算机无法进行模型的计算。

实验四在batch-size为1时得到了最好的实验结果，因为随机梯度下降中的batch-size设置的越小，我们出现局部最优解的可能性就会越低，所以会有更好的拟合效果。Batch-size设为1000时，结果显然很差，就是因为出现了局部最优。但是，我们前面已将说过当batch-size太小的时候，我们对每一个输入进行学习、训练，很容易出现一直找不到最优解的情况，即使能找到，训练时间也是非常长的。在我的实验中，batch-size为1000时，训练只用了2个小时，然而batch-size为1时，训练用了24个小时。所以我们在实验时还是要对此进行权衡的。

实验五的两个MLSTM模型的训练结果相差并不算很大，而且与普通的LSTM相比，它们的结果是得到了明显的提升的。说明更深层次的学习会改善学习的质量，当然，LSTM2比LSTM1还是好一点的，说明在每层都进行门控制会产生更好的效果，因为每层都可以对信息进行分析学习，可以去决定信息的好坏、去留。

# 结论

本次课题，我针对基于反馈的深度学习方法（主要是LSTM）做了深入的研究，并将它用于文本情感分析之中。LSTM最为比较前沿的神经网络结构，具有很好的分类效果，它是建立在词向量的输入之上的，对于词带模型并不很适用。文本分析的数据集越大，我们的处理效果就会越好，所以要对一个话题进行情感分析，我们要尽可能的收集有关它的数据，才会取得更好的效果。在构建词向量是，在计算机计算能力允许的范围内提高维度，是可以提高分类准确度的，不要同时也要考虑时间要求，这点和batch-size很相似，理论上batch-size越小越好，但是要以训练时长作为代价，在具体应用中，我们要进行综合分析，确定最佳参数模型。MLSTM是LSTM的一种变形，深层次的网络学习对提高实验结果具有很大的帮助。

情感分析作为目前十分流行的一个领域，很多东西在处在研究之中，每种方法都在被优化、被改进，比如在LSTM模型之上的BLSTM，TLSTM等，相信以后还会有更多更好的模型取代LSTM。
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