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**4**. **Tổng quan tình hình nghiên cứu**

Khai thác mẫu tuần tự phổ biến có vai trò quan trọng trong khai thác dữ liệu, bởi vì nó được ứng dụng trong nhiều lĩnh vực như phân tích thông tin giao dịch khách hàng, cách truy cập web, phân tích chuỗi DNA, … Xem xét một cơ sở dữ liệu giao dịch của một cửa hàng bán sách, với mỗi đối tượng đại diện cho một khách hàng, những thuộc tính đại diện cho tác tác giả hay tên sách. Cơ sở dữ liệu ghi nhận những quyển sách được mỗi khách hàng mua trong một khoảng thời gian nhất định. Câu hỏi đặt ra là chuỗi những quyển sách nào được khách hàng mua cùng nhau phổ biến trong một khoảng thời gian trên.

Một trang web nổi tiếng được nhiều người truy cập. Mỗi đối tượng là một người dùng, thuộc tính là một trang của web. Bài toán là tìm ra chuỗi các trang của web được truy cập phổ biến trong một khoảng thời gian nhất định.

Bài toán khai thác mẫu tuần tự phổ biến được phát biểu như sau:

Với I = { , , …, } là một tập m phần tử khác nhau, được gọi là những mẫu. Một sự kiện (trong thực tế một sự kiện có thể có một hoặc nhiều phần tử) là một tập hợp không có thứ tự và khác rỗng của những mẫu (Xem sự kiện chỉ có một phần tử). Một chuỗi là một danh sách có thứ tự của các sự kiện. Một chuỗi S được ký hiệu ( → → ··· → ), với mỗi phần tử là một sự kiện. Số sự kiện trong chuỗi được gọi là kích thước của chuỗi và tổng số mẫu của chuỗi được gọi là độ dài của chuỗi. Một chuỗi có độ dài k được ký hiệu là k-sequence.

Một chuỗi S = ( → → ··· → ) được gọi là chuỗi con của chuỗi R = ( → → ··· → ), được ký hiệu S ⊆ R, nếu tồn tại một số nguyên < < ··· < sao cho ⊆ với tất cả .

Cho một cơ sở dữ liệu tuần tự D, với mỗi chuỗi có một id duy nhất, cho một chuỗi S = ( → → ··· → ), với độ phổ biến của S trong D được tính bằng số lần chuỗi S xuất hiện trong D. Với một ngưỡng phổ biến cho trước (ký hiệu là minsup), một chuỗi được gọi là mẫu phổ biến nếu nó có độ phổ biến thỏa mãn ngưỡng minsup.

Cho một cơ sở dữ liệu tuần tự D, và ngưỡng minsup, bài toán là tìm tất cả những chuỗi tuần tự phổ biến trong D.

Bài toán khai thác mẫu tuần tự phổ biến được giới thiệu lần đầu bởi Agrawal và Srinkant vào năm 1995 [2]. Và từ đó đã có nhiều cách tiếp cận và thuật toán được đưa ra để giải quyết.

Các thuật toán để khai thác mẫu tuần tự phổ biến được để xuất trước đây như AproriAll [2], GSP [3], SPADE [5] cách tiếp cận này sinh ra tập ứng viên và kiểm tra độ phổ biến, yếu điểm của cách tiếp cận này là tốn bộ nhớ để lưu tập ứng viên và duyệt cơ sở dữ liệu nhiều lần. Các thuật toán PrefixSpan [6], FUSP [7] không sinh ra tập ứng viên, cải thiện được các khuyết điểm của các thuật toán trước đó nhưng cấu trúc cây phức tạp, tốn nhiều bộ nhớ tạm trong quá trình chiếu để tìm các chuỗi phổ biến tuần tự.

Cùng với việc đưa ra bài toán, Agrawal và Srinkant cũng đề xuất ba thuật toán để giả quyết vấn đề trên. Trong đó thuật toán AprioriAll [2] thực thi nhanh hơn hai thuật toán còn lại. AprioriAll gồm ba phần, đầu tiên là tìm tất cả các mẫu tuần tự phổ biến, sau đó loại các mẫu tuần tự không phổ biến, rồi khai thác mẫu tuần tự phổ biến. Vấn đề với cách tiếp cận này là tốn quá nhiều chi phí cho việc chuyển dữ liệu trong quá trình khai thác tập phổ biến và yêu cầu ổ đĩa gần như gấp đôi với kích thước cơ sở dữ liệu, điều này không thực tế với cơ sở dữ liệu lớn.

Thuật toán GSP của Agrawal và Srinkant 1996 [3], sau khi các mẫu đơn được đếm, từ những mẫu phổ biến đơn sinh ra mẫu ứng viên hai phần tử, sau đó tính độ phổ biến của những ứng viên để tìm ra mẫu phổ biến hai phần tử, từ đó sinh ra mẫu ứng viên ba phần tử. Qúa trình này được lặp lại cho đến khi không tìm ra mẫu phổ biến nào nữa. Thuật toán này cần yêu cầu quá nhiều lần quét toàn bộ cơ sở dữ liệu, mà việc này tốn rất nhiều thời gian khi cơ sở dữ liệu lớn dần.

Thuật toán SPADE [3] gồm việc xác định chuỗi phổ biến một phần tử, chuỗi phổ biến hai phần tử, sau đó chuyển vào dạng dữ liệu theo chiều dọc và xác định những chuỗi phổ biến khác bằng BFS hay DFS trong mỗi lớp. Thuật toán SPADE chỉ cần ba lần quét cơ sở dữ liệu để tìm được tất cả mẫu phổ biến. Qua thử nghiệm và thực tế cho thấy ưu việt hơn nhiều so với thuật toán GSP. Nhưng SPADE yêu cầu phải chuyển đổi cơ sở dữ liệu theo chiều ngang thành cơ sở dữ liệu theo chiều dọc điều này làm không gian lưu trữ lớn hơn không gian lưu trữ ban đầu.

PrefixSpan [6] thuật toán này mở rộng từ FP-growth, trong cách tiếp cận PrefixSpan cơ sở dữ liệu tuần tự được chiếu bằng cách sau; (1) quét qua cơ sở dữ liệu tìm tất cả các mẫu phổ biến trong chuỗi. Mỗi mẫu phổ biến là một mẫu tuần tự phổ biến một phần tử. (2) Sau đó chia không gian tìm kiếm, tập hợp tất các chuỗi tuần tự phổ biến có thể chia theo các mẫu phổ biến được tìm thấy ở bước 1. (3) Tìm những chuỗi con bằng cách xây dựng các cơ sở dữ liệu được chiếu tương ứng, quá trình này được đệ quy.

Vào năm 2008, Lin đã đưa ra FUSP-tree [7] và thuật toán để cập nhật cây một cách hiệu quả. Cây FUSP-tree gồm một nút gốc (root) và một tập các cây con như là con của nút gốc. Mỗi nút trong cây con gồm **item-name** thể hiện cho nút chứa mẫu, **count** số chuỗi có đường đi qua nút này, **node-links** liên kết tới nút kế tiếp của cùng mẫu của nhánh tiếp theo. FUSP-tree chứa Header-Table đây là bảng chứa những mẫu phổ biến, độ phổ biến của mẫu, và liên kết tới nút đầu tiên của một mẫu. Việc tạo ra cấu trúc cây này từ cơ sở dữ liệu ban đầu cũng tương tự như việc tạo ra cây FP-tree. Nhưng khác nhau là liên kết giữ hai nút trên cây phân làm hai loại là ‘s’ và ‘i’. Liên kết ‘s’ là liên kết giữa hai sự kiện khác trong chuỗi. Liên kết ‘i’ là liên kết giữ những mẫu trong cùng một sự kiện.

Bithi và các đồng sự (2012) đưa ra “Tree Based Mining” [8] phát triển từ FUSP-tree. Sau khi cây FUSP-tree được xây dựng từ cơ sở dữ liệu ban đầu, việc khai thác mẫu phổ biến diễn ra từ cây này. Cây FUSP-tree điều kiện được sinh ra tương ứng với mỗi mẫu tuần tự trong Header Table. Quá trình này đệ quy đến khi tất cả các chuỗi tuần tự phổ biến được sinh ra. Thuật toán này khai thác được tất cả các mẫu tuần tự phổ biến không sinh ra mẫu ứng viên, và giảm số lần phải quét toàn bộ cơ sở dữ liệu. Và qua thực nghiệm cho thấy kết quả tốt hơn các thuật toán trước đó như GSP, PrefixSpan.

Để giải quyết bài toán khai mẫu phổ biến từ cơ sở dữ liệu giao dịch [1] có nhiều phương pháp hiệu quả được đề xuất như: FP-growth [4], N-list [9].

Trong những năm gần đây, Deng đề xuất N-list và thuật toán PrePost [9]. PrePost được phát triển trên cấu trúc N-list, N-list là một cấu trúc dữ liệu mới để thể hiện itemset. Cấu trúc dữ liệu này lưu những thông tin cần thiết về itemset. Cũng với việc kết hợp cách tìm kiếm sinh ra tập ứng viên và cách tìm kiếm không sinh ra tập ứng viên PrePost đã giải quyết rất hiệu quả bài toán khai thác mẫu phổ biến.

Cấu trúc cây PPC-tree gồm một nút gốc với một tập những nút con, mỗi nút con gồm các thành phần là: item-name, count, children-list, pre-order, post-order. **item-name** thể hiện cho nút chứa mẫu, **count** số giao dịch có đường đi qua nút này, **children-list** ghi nhận tất cả các nút con của nút này, **pre-order** là số thứ tự có được từ việc duyệt cây theo chiều từ trên xuống, **post-order** là số thứ tự có được từ việc duyệt cây theo chiều từ dưới lên. Cây PPC-tree khác cây FP-tree ở những điểm sau: PPC-tree không có Header Table để duy trì sự kết nối giữ các nút. Mỗi nút của cây PPC-tree có thêm thuộc tính là pre-order, post-order. FP-tree đươc sử dụng trong toàn bộ quá trình của thuật toán FP-growth trong khi đó PPC-tree chỉ để sinh ra Pre-Post của mỗi nút.

N-list là một tập có thứ tự của những nút sinh ra từ cây PPC-tree. N-list có hai thuộc tính quan trọng. Một là N-list của itemset có độ dài k+1 được tạo thành từ việc join N-list của những tập con có độ dài k. Hai là độ phổ biến của một itemset là tổng độ phổ biến của những nút trên N-list. PrePost cho thấy hiệu quả hơn FP-growth nhờ N-list, nhưng cần đánh chỉ số mỗi nút của PPC-tree với các chỉ số pre-order và post-order dẫn đến tiêu hao bộ nhớ.

PrePost hiệu quả bởi ba đặc điểm sau: N-list có cùng cách nén dữ liệu như FP-tree nên làm dữ liệu nhỏ gọn hơn các cấu trúc theo chiều dọc được đề xuất trước đó. Việc đếm độ phổ biến được chuyển vào việc tìm giao giữa các N-list. PrePost có thể tìm những mẫu phổ biến không cần sinh ra tập ứng viên trong một số trường hợp bởi việc sử dụng một đường đơn của N-list.

Qua việc tìm hiểu các thuật toán cho việc giải quyết bài toán khai thác mẫu tuần tự phổ biến và bài toán khai thác mẫu phổ biến. Nhận thấy N-list là cấu trúc dữ liệu giúp nâng cao tốc độ giải quyết bài toán khai thác mẫu phổ biến. Cần tận dụng những ưu điểm của cấu trúc này vào bài toán khai thác mẫu tuần tự. Nhưng việc hiệu chỉnh là không dễ dàng vì tính tuần tự của cơ sở dữ liệu tuần tự. Hiệu chỉnh N-list và sử dụng cây FUSP để khai thác mẫu tuần tự phổ biến có thể làm giảm thời gian đáng kể với việc tìm tất cả các mẫu tuần tự phổ biến từ cơ dữ liệu tuần tự.

**5**. **Tính khoa học** **và tính mới** **của đề tài**

Bài toán khai thác mẫu tuần tự phổ biến là một bài toán quan trọng của khai thác dữ liệu, có rất nhiều ứng dụng trong thực tế như phân tích thông tin giao dịch của khách hàng, cách truy cập web, phân tích chuỗi DNA. Những các thuật toán để giải quyết bài toán này thường tốn rất nhiều thời gian. Cấu trúc N-list được đề xuất trong vài năm trở lại đây được chứng minh rất hiệu quả cho việc khai thác mẫu phổ biến. Ứng dụng N-list vào bài toán khai thác mẫu tuần tự phổ biến để tận dụng những ưu điểm của cấu trúc này nhằm làm giảm thời gian thực thi của thuật toán. Nhưng việc hiệu chính cấu trúc này cho phù hợp với bài toán tìm mẫu tuần tự phổ biến là không dễ dàng vì tính thứ tự của mẫu dữ liệu, làm việc chia sẻ cấu trúc dữ liệu chung là một thách thức.

**6.** **Mục tiêu, đối tượng và phạm vi** **nghiên cứu**

6.1 Mục tiêu nghiên cứu

Mục tiêu tổng quan: Tìm hiểu về bài toán khai thác mẫu tuần tự phổ biến và các phương pháp giải quyết được đề xuất. Hiệu chỉnh lại cấu trúc N-list và cây FUSP để giải quyết bài toán khai thác mẫu tuần tự phổ biến.

Mục tiêu chi tiết:

* Tìm hiểu về bài toán khai thác mẫu tuần tự phổ biến và các phương pháp giải quyết được đề xuất.
* Hiệu chỉnh lại cấu trúc N-list và cây FUSP để giải quyết bài toán khai thác mẫu tuần tự phổ biến.
* Kiểm tra kết quả, so sách với các phương pháp khác SPADE, PrefixSpan, FUSP.
* Nhận xét ưu và khuyết điểm, đưa ra hướng phát triển.

6.2 Đối tượng và pham vi nghiên cứu

Đối tượng: Cơ sở dữ liệu dạng chuỗi.

Phạm vi: Các itemset là itemset đơn.

**7**. **Nội dung, phương pháp** **dự định nghiên cứu**

Nội dung 1: Tìm hiểu và cài đặt các thuật toán khai thác mẫu tuần tự phổ biến, nhận xét ưu và khuyết điểm.

* Kết quả dự kiến: Báo cáo tổng quan về các thuật toán khai thác mẫu tuần tự phổ biến.
* Phương pháp thực hiện: Tìm hiểu, nghiên cứu thông qua các bài báo, công trình, tài liệu trên các trang có uy tính, giảng viên hướng dẫn cung cấp, … về các thuật toán khai thác mẫu tuần tự phổ biến.

Nội dung 2: Nghiên cứu và cài đặt thuật toán khai thác mẫu tuần tự phổ biến dựa trên cấu trúc N-list.

* Kết quả dự kiến: các lý thuyết về khai thác mẫu tuần tự phổ biến dựa trên cấu trúc N-list.
* Phương pháp thực hiện: cài đặt thuật toán khai thác mẫu tuần tự phổ biến dựa trên cấu trúc N-list. Chạy thực nghiệm và so sánh với các thuật toán trước đó và rút ra kết luận.

**8**. **Kế hoạch bố trí thời gian nghiên cứu**:

Kế hoạch viết bản thảo luận văn

|  |  |
| --- | --- |
| Thời gian | Công việc |
| Tháng 1 | Nhận xét ưu và khuyết điểm của các thuật toán khai thác mẫu tuần tự phổ biến đã được đề xuất.  Cài đặt các thuật toán khai thác mẫu tuần tự phổ biến đã có. |
| Tháng 2 | Nghiên cứu hiệu chỉnh cấu trúc N-list và cây FUSP vào khai thác mẫu tuần tự phổ biến. |
| Tháng 3,4 | Hiện thực trương trình và chỉnh sửa cho phù hợp thực tế. |
| Tháng 5 | Viết và đăng bài báo khoa học. |
| Tháng 6 | Viết, chỉnh sửa luận văn, thực hiện báo cáo luận văn trước hội đồng. |
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