TỔNG LIÊN ĐOÀN LAO ĐỘNG VIỆT NAM

**TRƯỜNG ĐẠI HỌC TÔN ĐỨC THẮNG**

**KHOA CÔNG NGHỆ THÔNG TIN**

![](data:image/png;base64,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)

**BÀI TẬP LỚN/ĐỒ ÁN CUỐI KÌ MÔN**

**MACHINE LEARNING**

*Người hướng dẫn*: **TS LÊ ANH CƯỜNG**

*Người thực hiện*: **TRẦN HỮU KHÁNH – 520H0542**

Lớp **: 20H50202**

Khoá  **: 24**

**THÀNH PHỐ HỒ CHÍ MINH, NĂM 2023**

TỔNG LIÊN ĐOÀN LAO ĐỘNG VIỆT NAM

**TRƯỜNG ĐẠI HỌC TÔN ĐỨC THẮNG**

**KHOA CÔNG NGHỆ THÔNG TIN**

![](data:image/png;base64,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)

**BÀI TẬP LỚN/ĐỒ ÁN CUỐI KÌ MÔN**

**MACHINE LEARNING**

*Người hướng dẫn*: **ThS LÊ ANH CƯỜNG**

*Người thực hiện*: **TRẦN HỮU KHÁNH – 520H0542**

Lớp **: 20H50202**

Khoá  **: 24**

**THÀNH PHỐ HỒ CHÍ MINH, NĂM 2023**

LỜI CẢM ƠN

I would like to express my sincere gratitude to Mr. Lê Anh Cường for creating conditions for me to conduct and complete this final report in a fair, transparent and best manner, and I also thank my friends who helped me a little bit in designing this report and more complete to complete this part of the report.

In the process of making and completing this report, errors are inevitable. At the same time, due to the limited theoretical level as well as the experience of making reports, it is inevitable that there will be shortcomings, I hope that the subject teachers will judge the time and fairness so that the report can get the best score.

Thank you sincerely!

*Hồ Chí Minh, December, 19th 2023*

*Author*

*Khanh*

*Tran Huu Khanh*

**ĐỒ ÁN ĐƯỢC HOÀN THÀNH**

**TẠI TRƯỜNG ĐẠI HỌC TÔN ĐỨC THẮNG**

Tôi xin cam đoan đây là sản phẩm đồ án của riêng tôi / chúng tôi và được sự hướng dẫn của ThS. Lê Anh Cường. Các nội dung nghiên cứu, kết quả trong đề tài này là trung thực và chưa công bố dưới bất kỳ hình thức nào trước đây. Những số liệu trong các bảng biểu phục vụ cho việc phân tích, nhận xét, đánh giá được chính tác giả thu thập từ các nguồn khác nhau có ghi rõ trong phần tài liệu tham khảo.

Ngoài ra, trong đồ án còn sử dụng một số nhận xét, đánh giá cũng như số liệu của các tác giả khác, cơ quan tổ chức khác đều có trích dẫn và chú thích nguồn gốc.

**Nếu phát hiện có bất kỳ sự gian lận nào tôi xin hoàn toàn chịu trách nhiệm về nội dung đồ án của mình.** Trường đại học Tôn Đức Thắng không liên quan đến những vi phạm tác quyền, bản quyền do tôi gây ra trong quá trình thực hiện (nếu có).

*Hồ Chí Minh, December, 19th 2023*

*Author*

*Khanh*

*Tran Huu Khanh*

PHẦN XÁC NHẬN VÀ ĐÁNH GIÁ CỦA GIẢNG VIÊN

**Phần xác nhận của GV hướng dẫn**

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Tp. Hồ Chí Minh, ngày tháng năm

(kí và ghi họ tên)

**Phần đánh giá của GV chấm bài**

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Tp. Hồ Chí Minh, ngày tháng năm

(kí và ghi họ tên)

TÓM TẮT

MỤC LỤC

[LỜI CẢM ƠN i](#_Toc154267836)

[PHẦN XÁC NHẬN VÀ ĐÁNH GIÁ CỦA GIẢNG VIÊN iii](#_Toc154267837)

[TÓM TẮT iv](#_Toc154267838)

[MỤC LỤC 1](#_Toc154267839)

[PART 1: TÌM HIỂU, SO SÁNH CÁC PHƯƠNG PHÁP OPTIMIZER TRONG HUẤN LUYỆN MÔ HÌNH HỌC MÁY 3](#_Toc154267840)

[I. Optimizer là gì? 3](#_Toc154267841)

[II. Các phương pháp Optimizer trong huấn luyện mô hình học máy? 3](#_Toc154267842)

[III. So sánh các phương pháp Optimizer trong huấn luyện mô hình học máy? 15](#_Toc154267843)

[PART 2: CONTINUAL LEARNING VÀ TEST PRODUCTION KHI XÂY DỰNG MỘT GIẢI PHÁP HỌC MÁY 17](#_Toc154267844)

[I. Continual Learning 17](#_Toc154267845)

[II. Test Production 20](#_Toc154267846)

[TÀI LIỆU THAM KHẢO 23](#_Toc154267847)

**DANH MỤC KÍ HIỆU VÀ CHỮ VIẾT TẮT**

PART 1: TÌM HIỂU, SO SÁNH CÁC PHƯƠNG PHÁP OPTIMIZER TRONG HUẤN LUYỆN MÔ HÌNH HỌC MÁY

1. Optimizer là gì?

* Optimizer (thuật toán tối ưu) là cách để tối ưu hóa và cập nhật các trọng số của mô hình dựa trên dữ liệu huấn luyện. Nó đóng vai trò quan trọng trong việc điều chỉnh mô hình để nó học và dự đoán tốt hơn.
* Mỗi mô hình học máy có các tham số hay trọng số cần được điều chỉnh để cải thiện hiệu suất dự đoán. Công việc của optimizer là tìm ra các giá trị tối ưu cho các tham số này dựa trên hàm mất mát (loss function) và dữ liệu huấn luyện.
* Các phương pháp optimizer khác nhau có thể áp dụng các thuật toán khác nhau để tối ưu hóa mô hình.

1. Các phương pháp Optimizer trong huấn luyện mô hình học máy?
2. Gradient Descent
   1. Định nghĩa:

* Gradient Descent là một thuật toán tối ưu hóa được sử dụng trong học máy để giảm thiểu hàm chi phí hoặc hàm mất mát của mô hình. Mục tiêu của nó là tìm ra các tham số tối ưu (trọng số và bias) cho một mô hình sao cho giảm thiểu sai số giữa giá trị dự đoán và giá trị thực tế. Quá trình này bao gồm việc điều chỉnh các tham số này theo hướng giảm dốc (ngược với đạo hàm) của hàm chi phí.
  1. Các thành phần chính:
* Objective Function: Hàm cần được giảm thiểu hoặc làm tối đa hóa trong quá trình huấn luyện mô hình học máy.
* Gradient: đại diện cho đạo hàm bậc nhất của hàm mất mát theo các tham số của mô hình. Nó thể hiện hướng và tốc độ tăng hoặc giảm mạnh nhất của hàm tại một điểm cụ thể trong không gian tham số.
  1. Cách hoạt động:
* B1 - Khởi tạo: Bắt đầu với một ước lượng ban đầu cho các tham số.
* B2 - Tính Toán Độ Dốc: Tính toán độ dốc của hàm mục tiêu theo các tham số tại điểm hiện tại.
* B3 - Cập Nhật Tham Số: Di chuyển theo hướng ngược lại của độ dốc để giảm giá trị của hàm mục tiêu. Việc cập nhật này được thực hiện lặp lại dựa trên một learning rate (step size).
* B4 - Lặp lại các bước 2 và 3 cho đến khi điều kiện dừng được đáp ứng.
  1. Mục tiêu:
* Mục tiêu chính của Gradient Descent là tìm ra các tham số để tối thiểu hóa hoặc tối đa hóa một hàm chi phí hoặc mất mát, giúp các mô hình học và cải thiện dự đoán hoặc phù hợp tốt hơn với dữ liệu không biết trước.
  1. Ưu và nhược điểm của thuật toán:
* Ưu điểm:
* Ứng Dụng Rộng Rãi: Có thể áp dụng cho nhiều bài toán tối ưu hóa, bao gồm hồi quy tuyến tính, mạng neural và các mô hình phức tạp khác.
* Đa Dạng: Hoạt động với các hàm có khả năng khả vi, cho phép tối ưu hóa trong các lĩnh vực khác nhau.
* Hiệu Quả: Gradient Descent là một trong những phương pháp phổ biến và hiệu quả để tối ưu hóa hàm mất mát trong học máy và học sâu.
* Tính Toán Đơn Giản: Các phép toán trong Gradient Descent tương đối đơn giản và có thể thực hiện hiệu quả.
* Tính khả thi: Dễ dàng triển khai
* Nhược điểm:
* Learning Rate: Việc chọn learning rate thích hợp rất quan trọng. Learning Rate quá lớn có thể dẫn đến phân kỳ, trong khi quá nhỏ có thể làm chậm quá trình hội tụ.
* Initialization: Giá trị tham số ban đầu có thể ảnh hưởng đến quá trình hội tụ và kết quả cuối cùng.
* Dữ liệu huấn luyện lớn: Gradient Descent thường đòi hỏi một lượng lớn dữ liệu để huấn luyện hiệu quả, đặc biệt đối với mô hình phức tạp.
* Nhạy Cảm Với Dữ Liệu Nhiễu: Dữ liệu nhiễu có thể làm giảm hiệu suất của Gradient Descent.

1. Stochastic Gradient Descent
   1. Định nghĩa:

* SGD là một biến thể của Gradient Descent, thay vì tính toán gradient trên toàn bộ tập dữ liệu, nó sử dụng chỉ một điểm dữ liệu hoặc một mini-batch nhỏ để tính gradient trong mỗi lần cập nhật tham số.
* SGD cho phép tốc độ học nhanh hơn vì nó không cần phải xử lý toàn bộ dữ liệu trong mỗi vòng lặp, làm giảm thời gian tính toán.
  1. Các thành phần chính:
* Tính ngẫu nhiên: SGD đưa ra sự ngẫu nhiên bằng cách chọn một tập con nhỏ của mẫu huấn luyện (mini-batch) tại mỗi vòng lặp để tính toán gradient. Tính ngẫu nhiên này giúp tránh rơi vào các điểm cực tiểu cục bộ và cung cấp sự hội tụ nhanh hơn so với gradient descent thông thường.
* Gradient Calculation: Đối với mỗi mini-batch, gradient của hàm mất mát theo các thông số của mô hình được tính toán. Gradient này biểu thị hướng và độ lớn thay đổi cần thiết để làm giảm thiểu mất mát.
* Cập nhật Tham số: Sau khi tính toán gradient cho mini-batch, SGD cập nhật các tham số của mô hình bằng thông tin gradient này. Nó điều chỉnh các tham số theo hướng ngược lại với gradient, được tỉ lệ bởi tỷ lệ học, để giảm thiểu hàm mất mát theo từng vòng lặp.
* Learning Rate: Đây là một yếu tố quan trọng để kiểm soát quá trình hội tụ và ổn định của quá trình tối ưu hóa.
  1. Cách hoạt động:
* B1 - Khởi Tạo: Bắt đầu với các giá trị ban đầu cho các tham số cần tối ưu hóa.
* B2 - Chọn Ngẫu Nhiên Dữ Liệu: Mỗi lần lặp, chọn ngẫu nhiên một điểm dữ liệu hoặc một mini-batch từ tập dữ liệu huấn luyện.
* B3 - Tính Toán Gradient: Tính toán gradient của hàm mất mát (loss function) chỉ dựa trên điểm dữ liệu hoặc mini-batch đã chọn.
* B4 - Cập Nhật Tham Số: Sử dụng gradient tính được để cập nhật các tham số theo quy tắc cập nhật của Gradient Descent.
* B5 - Lặp lại quá trình từ bước 2 đến bước 4 cho đến khi điều kiện dừng được đáp ứng.
  1. Mục tiêu:
* Mục tiêu chính của Stochastic Gradient Descent (SGD) là tối ưu hóa các tham số của mô hình dựa trên dữ liệu huấn luyện để đạt được giảm thiểu của hàm mất mát.
  1. Ưu điểm và nhược điểm của thuật toán:
* Ưu điểm:
* Tính Tính Toán Thấp Hơn: So với Gradient Descent thông thường, SGD thường nhanh hơn vì nó chỉ sử dụng một mẫu dữ liệu hoặc một số mẫu dữ liệu nhỏ để cập nhật trọng số.
* Phù Hợp với Dữ Liệu Lớn: Thích hợp với các tập dữ liệu lớn do không yêu cầu tính toán trên toàn bộ tập dữ liệu.
* Tính Đa Dạng: SGD có thể thoải mái vượt qua các điểm tối ưu cục bộ và di chuyển đến các khu vực tốt hơn trong không gian tham số.
* Có Thể Dừng Bất Kỳ Lúc Nào: Bạn có thể dừng thuật toán bất cứ lúc nào và lấy mô hình hiện tại làm kết quả.
* Nhược điểm:
* Bất Ổn Định: SGD có thể không ổn định và dao động nhiều hơn trong quá trình học.
* Khó Điều Chỉnh learning rate: Learning rate có thể khó điều chỉnh vì nó có thể ảnh hưởng đến sự hội tụ của mô hình.
* Cần Quan Tâm Đến Dữ Liệu Nhiễu: SGD có thể nhạy cảm với dữ liệu nhiễu, có thể ảnh hưởng đến quá trình học.
* Dễ Dẫn Đến Bão Hòa: Khi đạt tới điểm tối ưu, SGD có thể dễ bão hòa nhanh hơn so với các phương pháp khác.

1. Momentum
   1. Định nghĩa:

* Momentum là một kỹ thuật nhằm giảm độ dao động và tăng tốc độ hội tụ trong quá trình tối ưu hóa.
* Hạn chế hiện tượng quả bóng điều hòa (oscillation) khi Gradient Descent di chuyển chậm qua các vùng hẹp hoặc lồi.
  1. Các thành phần chính:
* Momentum: Là một tham số (thường là một số từ 0 đến 1) đại diện cho tỉ lệ mà đà của bước cập nhật trước đó được giữ lại. Nó quyết định mức độ mà gradient của bước cập nhật trước đó được tính vào bước cập nhật hiện tại.
* Update Step: Là việc cập nhật trọng số của mô hình dựa trên gradient hiện tại và đà từ các bước cập nhật trước đó. Công thức cập nhật được điều chỉnh để tính đến cả gradient hiện tại và đà từ các bước trước, do đó, tốc độ hội tụ có thể tăng lên.
  1. Cách hoạt động:
* Lưu trữ Momentum: Thay vì chỉ dựa vào gradient hiện tại để cập nhật trọng số, Momentum lưu giữ một phần của động lượng từ các bước cập nhật trước đó thông qua tham số momentum.
* Kết hợp Momentum vào cập nhật: Khi thực hiện bước cập nhật tiếp theo, Gradient Descent sẽ kết hợp momentum từ các bước cập nhật trước với gradient hiện tại để xác định hướng và khoảng động lượng mà trọng số cần thay đổi.
* Tăng Tốc Độ Hội Tụ: Việc kết hợp đà giúp tăng tốc độ của quá trình hội tụ bằng cách cho phép mô hình vượt qua các vùng địa phương và hướng tới giải pháp tối ưu toàn cục một cách ổn định hơn.
  1. Mục tiêu:
* Mục tiêu của Momentum trong quá trình tối ưu hóa, đặc biệt là trong các phương pháp như Gradient Descent, là tăng tốc độ hội tụ đến một giải pháp tối ưu bằng cách sử dụng đà từ các bước cập nhật trước đó.
  1. Ưu và nhược điểm của thuật toán:
* Ưu điểm:
* Tăng Tốc Quá Trình Học: Momentum giúp tăng tốc độ học của thuật toán Gradient Descent bằng cách tích lũy thông tin về hướng và tốc độ cập nhật trọng số.
* Vượt Qua Được Điểm Tối Ưu Cục Bộ: Momentum giúp tránh được rơi vào các điểm tối ưu cục bộ bằng cách vượt qua chúng và di chuyển tới các điểm tối ưu toàn cục.
* Giảm Độ Dao Động: Đối với các hàm lỗi có nhiều dao động, momentum có thể giúp giảm bớt độ dao động và đưa thuật toán về đích nhanh hơn.
* Nhược điểm:
* Khả Năng Vượt Quá Đích Nhanh Chóng: Đôi khi, momentum có thể làm cho thuật toán vượt quá đích (global minimum) nhanh chóng, gây ra hiện tượng bất ổn hoặc overshooting.
* Yêu Cầu Điều Chỉnh Hyperparameters: Điểm mạnh của momentum cũng là một điểm yếu khi cần điều chỉnh thêm hyperparameters như hệ số momentum để có hiệu suất tốt nhất.
* Độ Phức Tạp: Thêm một thông số mới (hệ số momentum) có thể làm tăng độ phức tạp của thuật toán, đặc biệt trong việc điều chỉnh và tối ưu hóa.

1. Adaptive Gradient Descent
   1. Định nghĩa:

* AdaGrad điều chỉnh tỷ lệ học cho mỗi tham số một cách linh hoạt trong quá trình huấn luyện.
* Giảm bớt vấn đề chọn tỷ lệ học cố định bằng cách thích ứng dựa trên lịch sử của gradient cho mỗi tham số.
  1. Các thành phần chính:
* Tùy chỉnh Learning Rate: AdaGrad điều chỉnh Learning Rate cho mỗi tham số tại mỗi vòng lặp dựa trên lịch sử của gradient. Nó điều chỉnh Learning Rate riêng lẻ cho mỗi tham số, cung cấp các cập nhật nhỏ hơn cho các tham số xuất hiện thường xuyên và cập nhật lớn hơn cho các tham số ít xuất hiện.
* Tích Lũy Gradient Bình Phương: AdaGrad theo dõi tổng bình phương của gradient trong quá khứ cho mỗi tham số. Lịch sử tích lũy này của gradient trong mẫu số của công thức tỷ lệ học giúp trong việc điều chỉnh tỷ lệ học.
* Learning Rates được tính toán: Learning Rate cho mỗi tham số được tính bằng cách chia một tỷ lệ học ban đầu được định nghĩa trước cho căn bậc hai của tổng bình phương các gradient cho đến thời điểm hiện tại cho tham số đó. Việc tỷ lệ này cho phép cập nhật lớn hơn cho các tham số ít được cập nhật và cập nhật nhỏ hơn cho các tham số được cập nhật thường xuyên.
  1. Cách hoạt động:
* Tính Toán Tỷ Lệ Học Động: AdaGrad sử dụng lịch sử của gradient để điều chỉnh tỷ lệ học. Nó cập nhật tỷ lệ học cho từng tham số dựa trên bình phương của gradient đã tích lũy cho tham số đó.
* Chia Tỷ Lệ Học Tự Động: AdaGrad chia tỷ lệ học ban đầu cho căn bậc hai của tổng bình phương của gradient đã tích lũy cho đến thời điểm hiện tại. Điều này dẫn đến việc tỷ lệ học được điều chỉnh tự động, lớn hơn đối với các tham số có gradient ít biến động và nhỏ hơn đối với các tham số có gradient biến động mạnh.
* Tối Ưu Hóa Tính Toán: AdaGrad nhắm đến việc tối ưu hóa quá trình học bằng cách tự động điều chỉnh tỷ lệ học cho từng tham số dựa trên lịch sử của gradient. Điều này giúp ổn định quá trình học và tăng cường khả năng di chuyển trong không gian tham số.
  1. Mục tiêu: là tăng cường quá trình tối ưu hóa bằng cách tự động điều chỉnh tỷ lệ học, từ đó giúp quá trình học của mô hình học máy hội tụ một cách hiệu quả và ổn định, đặc biệt trong những trường hợp các tham số có biến đổi gradient khác nhau
  2. Ưu và nhược điểm của thuật toán:
* Ưu điểm:
* Tính Tương Thích Với Dữ Liệu Khó Huấn Luyện: AdaGrad tương đối hiệu quả khi huấn luyện trên dữ liệu có tính không đồng nhất, nhiễu, hoặc thưa (sparse) vì nó có khả năng điều chỉnh tự động learning rate tùy theo độ dốc của từng tham số.
* Tự Động Điều Chỉnh Learning Rate: AdaGrad tự động điều chỉnh learning rate cho mỗi tham số dựa trên tần suất xuất hiện của đạo hàm của nó. Điều này giúp tối ưu hóa hiệu quả hơn trong việc di chuyển đến vùng lõi của hàm mất mát.
* Tính Tính Toán Hiệu Quả: AdaGrad không yêu cầu quá nhiều thời gian để tìm kiếm learning rate tối ưu. Nó có thể giúp giảm bớt việc chọn thử nghiệm nhiều learning rate khác nhau.
* Nhược điểm:
* Learning Rate Tăng Theo Thời Gian: AdaGrad có thể gây ra vấn đề learning rate giảm quá nhanh theo thời gian, dẫn đến việc dừng quá sớm trong quá trình học.
* Khó Khắc Phục Vấn Đề Zeros: Trong một số trường hợp, AdaGrad có thể gây ra vấn đề "zeros", khiến cho các tham số không cập nhật và không học được từ dữ liệu.
* Độ Phức Tạp Về Tính Toán: AdaGrad yêu cầu lưu trữ độ dốc được tích lũy, điều này có thể làm tăng độ phức tạp về mặt tính toán và bộ nhớ.

1. RMSprop
   1. Định nghĩa:

* RMSprop là một thuật toán tối ưu hóa giải quyết vấn đề điều chỉnh tỷ lệ học trong gradient descent bằng cách điều chỉnh tỷ lệ học một cách riêng biệt cho mỗi tham số.
* Nó chia learning rate cho giá trị trung bình bình phương giảm dần theo cấp số nhân của mỗi tham số
  1. Các thành phần chính:
* Trung Bình Động theo Trọng Số Mũ (EWMA): RMSprop sử dụng EWMA để theo dõi trung bình động của gradient bình phương cho mỗi tham số. Việc tính toán trung bình động này tập trung vào gradient gần đây trong khi giảm trọng số của gradient cũ.
* Tăng Cường Learning rates: Nó điều chỉnh learning rates cho mỗi tham số bằng cách chia gradient hiện tại cho căn bậc hai của EWMA của gradient bình phương trong quá khứ. Cơ chế tăng cường này điều chỉnh tỷ lệ học cho từng tham số dựa trên lịch sử gradient của chúng.
* Chuẩn Hóa Gradient: RMSprop thực hiện chuẩn hóa gradient bằng cách chia gradient hiện tại cho một tỷ lệ xấp xỉ của gradient gần đây. Việc chuẩn hóa này giúp kiểm soát ảnh hưởng của gradient lớn đối với quá trình tối ưu hóa.
  1. Cách hoạt động:
* Trung Bình Bình Phương Gradient: RMSprop duy trì một trung bình động của bình phương gradient cho mỗi tham số.
* Tính Toán learning rate: Điều chỉnh tỷ lệ học cho mỗi tham số bằng cách chia nó cho căn bậc hai của trung bình bình phương gradient.
* Ngăn Chặn Gradient Phồng Lên: Giúp ngăn chặn tỷ lệ học trở nên quá lớn và gradient phồng lên trong mạng neural sâu.
  1. Mục tiêu: nhằm tăng cường tính ổn định và hiệu quả của quá trình tối ưu hóa trong học máy, đặc biệt khi mô hình đối mặt với các biến đổi độ lớn khác nhau của gradient.
  2. Ưu và nhược điểm của thuật toán
* Ưu điểm:
* Tối Ưu Hóa Tốt trên Dữ Liệu Khó Huấn Luyện: RMSprop thường hoạt động tốt trên dữ liệu không đồng nhất và có độ nhiễu cao, nhờ khả năng điều chỉnh learning rate tự động cho từng tham số.
* Hiệu Quả Trong Việc Kiểm Soát Learning Rate: RMSprop cải thiện vấn đề learning rate giảm quá nhanh trong AdaGrad bằng cách sử dụng trung bình bình phương độ dốc.
* Giảm Vấn Đề Zeros: RMSprop giúp giảm thiểu vấn đề "zeros" trong AdaGrad bằng cách sử dụng trung bình bình phương độ dốc thay vì độ dốc thực tế.
* Nhược điểm:
* Nhạy cảm với các siêu tham số: RMSprop vẫn cần sự điều chỉnh cẩn thận của các siêu tham số như learning rate và beta.
* Khó Điều Chỉnh Learning Rate Tối Ưu: Mặc dù đã cải thiện so với AdaGrad, RMSprop vẫn không phải là giải pháp hoàn hảo cho vấn đề learning rate giảm quá nhanh.
* Chi Phí Tính Toán: RMSprop vẫn yêu cầu nhiều tính toán hơn so với các phương pháp cải tiến khác như Adam.

1. Adam
   1. Định nghĩa:

* Adam là một thuật toán tối ưu hóa tính toán tỷ lệ học thích nghi cho mỗi tham số bằng cách lưu trữ cả hai moment đầu tiên và thứ hai của gradient.
* Adam kết hợp những mặt lợi của cả hai phương pháp tối ưu hóa dựa trên momentum và RMSprop.
  1. Các thành phần chính:
* Learning rate Thích Ứng: Adam điều chỉnh Learning rate cho mỗi tham số dựa trên trung bình của gradient trong quá khứ và bình phương của chúng. Cơ chế thích ứng này cho phép learning rate cá nhân cho các tham số khác nhau.
* Trung Bình Động Theo Trọng Số Mũ: sử dụng trung bình động theo trọng số mũ của gradient và bình phương của gradient cho mỗi tham số. Các trung bình động này giúp ước lượng các khoảng thời gian đầu và thứ hai của gradient.
* Hiệu Chỉnh Bias: Adam sử dụng cơ chế hiệu chỉnh bias trong các bước tối ưu hóa ban đầu để khắc phục bias về không trong việc ước lượng các khoảng thời gian.
* Tối Ưu momentum: Nó tích hợp momentum bằng cách duy trì một trung bình động bổ sung cho khoảng thời gian đầu của gradient. Điều này giúp tạo ra một quá trình tối ưu hóa ổn định và có hướng hơn.
* Cập Nhật Tham Số: Bước cập nhật bao gồm kết hợp tỷ lệ học thích ứng, đà và ước lượng của khoảng thời gian đầu và thứ hai của gradient để cập nhật các tham số của mô hình.
  1. Cách hoạt động:
* Ước Lượng Các Moment: Adam duy trì các ước lượng về mean (moment đầu tiên) và variance (moment thứ hai) của gradient.
* Hiệu Chỉnh Bias: Điều chỉnh bias trong việc ước lượng moment ở đầu quá trình huấn luyện.
* Cập Nhật Tham Số: Cập nhật tham số bằng cách sử dụng sự kết hợp của moment đầu tiên và thứ hai của gradient và tỷ lệ học được điều chỉnh động.
  1. Mục tiêu: nhằm cải thiện hiệu suất và khả năng hội tụ của quá trình tối ưu hóa, cung cấp một cơ chế linh hoạt để cập nhật các tham số của mô hình học máy một cách hiệu quả và ổn định.
  2. Ưu và nhược điểm của thuật toán:
* Ưu điểm:
* Hiệu Quả và Linh Hoạt: Adam kết hợp cả Momentum và RMSprop, giúp tận dụng ưu điểm của cả hai thuật toán và cải thiện hiệu suất tối ưu hóa.
* Tính Linh Hoạt Của Tham Số: Adam tự điều chỉnh learning rate cho từng tham số trong quá trình huấn luyện, giúp tối ưu hóa tỷ lệ học và tốc độ hội tụ.
* Hiệu Quả Trong Huấn Luyện Mạng Học Sâu: Adam thường hoạt động tốt trên mạng nơ-ron học sâu, giúp giảm thời gian huấn luyện và tăng độ chính xác của mô hình.
* Nhược điểm:
* Yêu Cầu Điều Chỉnh Siêu Tham Số: Adam vẫn cần sự điều chỉnh thủ công của các siêu tham số như beta1, beta2 và learning rate.
* Khó Kiểm Soát Tốt Khi Dữ Liệu Đa Dạng: Trong một số trường hợp, Adam có thể hoạt động không hiệu quả trên các dữ liệu có tính đồng nhất thấp hoặc nhiễu cao.
* Khó Khắc Phục Vấn Đề Về Bộ Nhớ: Trong một số trường hợp, Adam có thể tạo ra sự phụ thuộc lớn vào lịch sử gradient, dẫn đến vấn đề về bộ nhớ và ảnh hưởng đến tốc độ học.

1. So sánh các phương pháp Optimizer trong huấn luyện mô hình học máy?

* Tiêu chí so sánh:
* Độ ổn định và dao động
* Hiệu quả tính toán
* Tính chất của tham số
* Khả năng vượt qua điểm tối ưu cục bộ

1. Độ ổn định và dao động

* Gradient Descent: Độ ổn định cao vì cập nhật dựa trên toàn bộ tập dữ liệu, nhưng có thể dao động nếu dữ liệu có nhiều nhiễu.
* Stochastic Gradient Descent: Thường có dao động lớn hơn do cập nhật dựa trên mẫu dữ liệu ngẫu nhiên, không ổn định hơn Gradient Descent.
* Momentum: Giảm độ dao động và tăng độ ổn định với momentum từ các bước trước.
* AdaGrad: Điều chỉnh tỷ lệ học cho các tham số khác nhau, có thể giảm độ dao động.
* RMSprop: Ngăn chặn độ phồng lên của gradient, cải thiện độ ổn định.
* Adam: Kết hợp cả momentum và tỷ lệ học thích nghi, giúp giảm độ dao động và tăng độ ổn định.

1. Hiệu quả tính toán

* Gradient Descent: Tính toán tốn kém với dữ liệu lớn, vì cập nhật trên toàn bộ tập dữ liệu.
* Stochastic Gradient Descent: Tính toán hiệu quả hơn với dữ liệu lớn, vì cập nhật trên mẫu dữ liệu nhỏ.
* Momentum: Tính toán không quá tốn kém, tương tự như Gradient Descent.
* AdaGrad: Tính toán đôi khi tốn kém vì phải tính toán trung bình bình phương gradient.
* RMSprop: Tính toán không quá tốn kém, hiệu quả so với AdaGrad.
* Adam: Tính toán không quá tốn kém, phù hợp với nhiều loại dữ liệu và mô hình.

1. Tính chất của tham số

* Gradient Descent, Stochastic Gradient Descent, Momentum: Cần chỉnh tham số learning rate.
* AdaGrad, RMSprop: Tự điều chỉnh tỷ lệ học theo gradient, ít cần điều chỉnh tham số.
* Adam: Cần điều chỉnh nhiều tham số siêu như tốc độ học và tham số beta.

1. Khả năng vượt qua điểm tối ưu cục bộ

* Gradient Descent: Dễ rơi vào điểm tối ưu cục bộ do không có yếu tố ngẫu nhiên trong quá trình cập nhật.
* Stochastic Gradient Descent: Có khả năng vượt qua điểm tối ưu cục bộ do sử dụng ngẫu nhiên dữ liệu.
* Momentum, AdaGrad, RMSprop, Adam: Có khả năng vượt qua điểm tối ưu cục bộ hơn Gradient Descent vì có yếu tố ngẫu nhiên hoặc điều chỉnh tỷ lệ học.
* Kết luận:
* Mỗi thuật toán có ưu điểm và nhược điểm riêng, và lựa chọn thuật toán tối ưu hóa thường phụ thuộc vào loại dữ liệu, bài toán cụ thể và việc điều chỉnh các siêu tham số.
* Stochastic Gradient Descent, RMSprop, Adam: Thường là lựa chọn phổ biến, đa năng và hiệu quả trong nhiều tình huống khác nhau.
* AdaGrad: Hiệu quả cho dữ liệu có độ dốc biến đổi.
* Momentum: Giảm độ dao động và tăng độ ổn định, phù hợp với các dữ liệu chứa nhiều điểm tối ưu cục bộ, điểm bằng phẳng hoặc khu vực có độ cong khác nhau.
* Gradient Descent: Sử dụng ít hơn trong các tình huống có dữ liệu lớn và phức tạp.

PART 2: CONTINUAL LEARNING VÀ TEST PRODUCTION KHI XÂY DỰNG MỘT GIẢI PHÁP HỌC MÁY

1. Continual Learning
2. Continual Learning là gì?

* Continual Learning là ý tưởng cập nhật mô hình của bạn khi có dữ liệu mới xuất hiện; điều này giúp mô hình của bạn theo kịp với phân phối dữ liệu hiện tại.
* Một khi mô hình của bạn được cập nhật, nó không thể được tung ra mà không kiểm thử. Nó cần được kiểm thử để đảm bảo rằng nó an toàn và tốt hơn mô hình hiện tại.

1. Tại sao Continual Learning quan trọng?

* Thích ứng với môi trường động: trong các tình huống thực tế, phân phối dữ liệu có thể thay đổi theo thời gian. Continual Learning giúp các mô hình thích nghi và tiến triển với các mẫu mới, đảm bảo chúng luôn phù hợp và hiệu quả trong môi trường động.
* Tận Dụng Tài Nguyên Hiệu Quả: Huấn luyện lại mô hình từ đầu với mỗi tập dữ liệu mới có thể tốn kém về tài nguyên. Continual Learning cho phép mô hình học tập theo cách gia tăng, giảm thiểu việc huấn luyện lại một cách cơ bản và tối ưu hóa việc sử dụng tài nguyên.
* Tránh Quên Kiến Thức: Các mô hình truyền thống thường quên những kiến thức đã học khi được huấn luyện trên dữ liệu mới. Continual Learning nhằm giảm thiểu hiện tượng 'quên kiến thức đột ngột' bằng cách duy trì và tích hợp kiến thức trước đó khi học thông tin mới.
* Cải Thiện Suốt Đời: Continual Learning hỗ trợ việc học suốt đời bằng cách cho phép các mô hình tích luỹ kiến thức theo thời gian. Khả năng này quan trọng trong các ứng dụng đòi hỏi sự thích nghi và cải thiện liên tục.

1. Những thách thức của Continual Learning

* Catastrophic forgetting: Khi một mô hình học một nhiệm vụ mới, có thể ghi đè hoặc gây can thiệp vào các tham số quan trọng cho các nhiệm vụ trước đó, dẫn đến mất mát hiệu suất đáng kể.
* Hạn chế về bộ nhớ và tính toán: Học liên tục thường liên quan đến một luồng dữ liệu và nhiệm vụ lớn và đa dạng, có thể không vừa vào bộ nhớ hoặc sức mạnh tính toán của mô hình. Do đó, mô hình cần lưu trữ, truy cập và cập nhật thông tin liên quan một cách hiệu quả.
* Đánh giá và so sánh: Các phương pháp học liên tục khó đánh giá và so sánh, vì không có tiêu chuẩn hoặc chỉ số chuẩn nào bao quát được tất cả các khía cạnh của vấn đề. Các phương pháp khác nhau có thể có các sự đánh đổi khác nhau giữa sự ổn định và sự linh hoạt, hoặc giữa tổng quát trong nhiệm vụ và tổng quát giữa các nhiệm vụ.
* Ứng dụng trong thực tế: Các phương pháp học liên tục cần được mạnh mẽ và linh hoạt để thích nghi với môi trường thực tế động và phức tạp, như robot học, xử lý ngôn ngữ tự nhiên, thị giác máy tính và các hệ thống tự động.

1. Các giai đoạn của Continual Learning:

* Thu thập và Tiền Xử lý Dữ Liệu: Giai đoạn ban đầu này bao gồm việc thu thập dữ liệu đa dạng liên quan đến nhiệm vụ và tiền xử lý để đảm bảo chất lượng và tương thích với mô hình học. Thường bao gồm việc tăng cường dữ liệu, chuẩn hóa, làm sạch và cấu trúc hóa để làm cho dữ liệu phù hợp cho việc huấn luyện.
* Huấn Luyện và Thích Nghi Mô Hình: Ở đây, mô hình được huấn luyện trên tập dữ liệu ban đầu và có khả năng thích nghi với dữ liệu mới. Giai đoạn này tập trung vào việc đảm bảo mô hình có khả năng học và giữ lại kiến thức từ tập dữ liệu ban đầu trong khi cho phép việc học bổ sung khi có dữ liệu mới.
* Giữ Kiến Thức và Chuyển Giao: Học liên tục nhấn mạnh việc giữ lại kiến thức học từ các nhiệm vụ hoặc bộ dữ liệu trước đó trong khi kết hợp thông tin mới. Các kỹ thuật như regularization, rehearsal và transfer learning giúp bảo toàn và chuyển giao kiến thức từ kinh nghiệm trước đó sang các nhiệm vụ mới mà không quên đi.
* Đánh Giá và Điều Chỉnh: Việc đánh giá liên tục hiệu suất của mô hình và khả năng thích nghi với dữ liệu mới rất quan trọng. Cần điều chỉnh, điều chỉnh tinh chỉnh để đảm bảo tính hiệu quả của mô hình và ngăn chặn hiện tượng quên nghiêm trọng, một hiện tượng mà mô hình quên đi kiến thức từ quá khứ khi học thông tin mới.

1. Áp dụng vào xây dựng mô hình học máy

* Phân đoạn dữ liệu và huấn luyện liên tục: Chia dữ liệu thành các phân đoạn hoặc luồng dữ liệu nhỏ để huấn luyện mô hình một cách tuần tự. Mỗi phân đoạn có thể đại diện cho một giai đoạn mới hoặc dữ liệu mới.
* Học Bổ Sung (Incremental Learning): Cho phép mô hình học từ dữ liệu mới mà không ảnh hưởng đến kiến thức đã học từ dữ liệu cũ. Các kỹ thuật này đảm bảo rằng mô hình không quên hoặc mất đi kiến thức quan trọng.
* Transfer Learning: Sử dụng kiến thức học được từ các tác vụ hoặc dữ liệu trước đó để giúp việc học cho các tác vụ mới. Transfer learning giúp cải thiện hiệu suất học liên tục bằng cách chuyển giao kiến thức từ một tác vụ sang tác vụ khác.
* Regularization và Memory Replay: Sử dụng các kỹ thuật như regularization (chế độ hóa) và memory replay (tái hiện bộ nhớ) để giữ lại thông tin quan trọng từ dữ liệu cũ và giảm thiểu hiện tượng quên nghiêm trọng (catastrophic forgetting).
* Đánh giá và Kiểm tra Liên Tục: Thực hiện kiểm tra và đánh giá thường xuyên để đảm bảo rằng mô hình vẫn hoạt động hiệu quả khi học từ dữ liệu mới và không bị ảnh hưởng bởi việc quên kiến thức cũ.
* Trong thực tế, đôi khi cũng có thể cần thay đổi kiến ​​trúc mô hình (tức là lặp lại mô hình). Áp dụng học liên tục vào xây dựng mô hình học máy đòi hỏi có chiến lược cụ thể. Khi nào cần lặp lại mô hình thì cần phải chạy thí nghiệm trên các tác vụ cụ thể để tìm ra khi nào cần lặp lại mô hình và dữ liệu.

1. Test Production
2. What is Test Production?

* Trong machine learning, "Test production" thường đề cập đến quá trình tạo ra hoặc tạo các bộ dữ liệu kiểm thử hoặc các kịch bản để đánh giá hiệu suất của các mô hình học máy. Khi phát triển và huấn luyện một mô hình học máy, việc đánh giá hiệu suất của nó trên dữ liệu mà nó chưa nhìn thấy trong quá trình huấn luyện rất quan trọng. Đây là nơi các bộ dữ liệu kiểm thử có vai trò quan trọng.
* Các bộ dữ liệu kiểm thử này được tách riêng biệt so với dữ liệu huấn luyện và được sử dụng độc quyền để đánh giá hiệu suất của mô hình và khả năng tổng quát hóa của nó đối với dữ liệu mới, chưa nhìn thấy trước đó.

1. Thử nghiệm mô hình trong sản xuất:

* A/B Testing: Triển khai các phiên bản khác nhau của mô hình (phiên bản hiện tại so với phiên bản mới) để so sánh hiệu suất trong thời gian thực. Điều này giúp đánh giá tác động của các thay đổi đối với trải nghiệm người dùng hoặc các chỉ số kinh doanh.
* Giám sát và Ghi Nhật Ký: Triển khai giám sát liên tục để theo dõi hiệu suất của mô hình, phát hiện bất thường và ghi nhật ký dự đoán. Điều này đảm bảo mô hình hoạt động như mong đợi và cho phép phát hiện nhanh vấn đề.
* Shadow Mode Deployment: triển khai mô hình mới cùng với mô hình hiện tại mà không ảnh hưởng đến dự đoán thực tế. Điều này cho phép so sánh kết quả của cả hai mô hình mà không ảnh hưởng đến các quy trình thực tế.

1. Thử nghiệm trong chiến lược sản xuất:

* Canary Releases: Chiến lược này đưa ra phiên bản mới của ứng dụng cho một nhóm người dùng nhỏ (như một con chim canary trong một mỏ mài), sau đó theo dõi hiệu suất và lỗi trước khi triển khai rộng rãi.
* Shadow Traffic: Điều hướng một phần nhỏ của lưu lượng truy cập tới phiên bản mới để kiểm tra hiệu suất, nhưng không ảnh hưởng đến người dùng thực tế.
* Rollback Strategies: Có các kế hoạch đẩy ngược lại (rollback) tức thì nếu có vấn đề nghiêm trọng xảy ra trong quá trình triển khai.
* Gradual Rollouts (Phased Rollouts): Triển khai mới cho một phần nhỏ người dùng trước, sau đó tăng dần quy mô nếu không có vấn đề nào được phát hiện.
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**PHỤ LỤC**

Phần này bao gồm những nội dung cần thiết nhằm minh họa hoặc hỗ trợ cho nội dung luận văn như số liệu, biểu mẫu, tranh ảnh. . . . nếu sử dụng những câu trả lời cho một *bảng câu hỏi thì bảng câu hỏi mẫu này phải được đưa vào phần Phụ lục ở dạng nguyên bản* đã dùng để điều tra, thăm dò ý kiến; **không được tóm tắt hoặc sửa đổi**. Các tính toán mẫu trình bày tóm tắt trong các biểu mẫu cũng cần nêu trong Phụ lục của luận văn. Phụ lục không được dày hơn phần chính của luận văn