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**I. Introduction**

Generative AI offers substantial benefits in automating and enhancing various tasks such as prompt injection and jailbreaking, its potential to introduce new vulnerabilities necessitates a cautious and well-informed approach to its deployment and usage in sensitive domains. This proposal aims to use open source LLM based system-level safeguard, such as Meta Llama guard to detect and prevent security threats posed by misuse of Generative AI. As a result, this proposal will outline potential research opportunities for managing these risks.

**II. Problem Statements:**

1. Emergent threat vectors: unexpected GenAI capabilities can create unforeseen threat vectors.
2. Expanded attack surfaces: reliance on a large amount of user-generated datasets for training and inference exposes a much larger attack surface.
3. Deep integrations: unmediated connections with other computer systems facilitate the malicious attacks.
4. Economic value: the growing GenAI-powered applications pose a more vulnerable target for attackers.

**III. Opportunities:**

The evolving nature of GenAI systems necessitates a robust frameworks in cybersecurity and governance, emphasizing the importance of developing robust frameworks to mitigate these risks and ensuring that the advancement in AI technology is aligned with ethical standards and security protocols to prevent misuse. It requests researchers and developers to design applications with security in mind, reducing vulnerabilities and protecting users from potential threats and attacks. Organizations should also invest on the secure GenAI systems to protect their reputation, brand, and sensitive data. Last but not least, governments should also play an active role to develop policies and regulations that will govern the development, deployment, and use of GenAI systems , balance the innovation with security concerns.

**IV. Objectives**

**Object 1** - Develop a robust solution for detecting and preventing jailbreaking attacks on GenAI models.

Specific: Identify and analyze the patterns of malicious prompts used in jailbreaking attacks.

Measurable: Achieve a detection rate of equal or better benchmark performance for jailbreaking attacks within the next 6 months.

Achievable: apply natural language processing and cybersecurity technologies.

Relevant: Ensure that the solution is compatible with various open source GenAI models and applications, reducing the risk their vulnerabilities.

**Object 2** - Implement secure prompt engineering techniques for GenAI-powered applications.

Specific: Design and implement a set of guidelines for crafting prompts that minimize the risk of unintended outputs or attacks.

Measurable: Achieve a reduction of equal or higher percentage in the number of unintended outputs or attacks within the next 12 months.

Achievable: Collaborate with human-in-the-loop and natural language processing approaches to develop the guidelines.

Relevant: Ensure that the guidelines can be practicable by developers and users and help reduce the risk of vulnerabilities.

**V. Research Scope**

The scope of this proposal includes:

1. conduct a comprehensive literature review on the prompt injection attacks used in various GenAI models, identifying patterns, and characteristics that can be exploited for improvement.
2. design and implement robust detection techniques such as graph-based detection method for identifying prompt injection attacks, including machine learning-based approaches and rule-based systems.
3. investigate and develop effective counter actions to prevent or minimize the impact of prompt injection attacks on GenAI models.
4. fine-tune GenAI models resistant to prompt injection attacks.

**VI. Methodology**

1) Use real-time keyword filtrating with a stand-by knowledge database. This method is simple but could end up with significant amount of false positive. Ideally, this method can collaborate with other semantic detection model to achieve a high accuracy.

2) Joint effort of the use of keyword filtration and open source safeguard LLM model to analyze the context of the user's request, including the type of task being performed and the user's previous interactions with the model.

3) finetune open source safeguard LLM model such as Llama Guard, a Llama2-7b model that is instruction-tuned on collected dataset. The model can be used as the base model and retained on customized adversarial examples generated by injecting malicious prompts, enabling them to learn robustness against such attacks. This method relies on a high quality of customized training data that could be a time-consuming step. Without starting the data preparation from the scratch, we can start with the public prompt injection dataset as below.

Open source GenAI safeguard models:

1. [microsoft/deberta-v3-base](https://huggingface.co/microsoft/deberta-v3-base)
2. <https://huggingface.co/meta-llama/Meta-Llama-Guard-2-8B>

Prompt Injections datasets:

1. https://huggingface.co/datasets/deepset/prompt-injections
2. https://paperswithcode.com/dataset/bipia
3. https://huggingface.co/datasets/jerpint-org/HackAPrompt-Playground-Submissions
4. https://huggingface.co/datasets/jerpint-org/HackAPrompt-AICrowd-Submissions
5. https://huggingface.co/datasets/imoxto/prompt\_injection\_hackaprompt\_gpt35
6. https://huggingface.co/datasets/imoxto/prompt\_injection\_cleaned\_dataset-v2
7. https://github.com/compass-ctf-team/prompt\_injection\_research/blob/main/dataset/prompt-injection-dataset.csv
8. https://github.com/rabbidave/Denzel-Crocker-Hunting-For-Fairly-Odd-Prompts/blob/main/bad\_prompts.csv
9. <https://github.com/laiyer-ai/llm-guard/blob/main/llm_guard/resources/jailbreak.json.txt>

By implementing above 3 methods, we expect to effectively detect prompt injection attacks to LLM based applications and prevent malicious response to users, such as unauthorized access to sensitive information.

**VII. Timeline**

1) Literature review – Done

2) Preparation of prompt injection data – 2 months

3) Test and open source safeguard model on the prepared data from step 2 – 2 months

4) finetune safeguard model with the prepared data – 1 month

**VIII. Deliverables**

1) A working paper for conference (<https://2024.aclweb.org/)> or a draft for journal publication (TBD)

2) A Github repository with development code and materials - <https://github.com/bcqguo/llm_guardrail>

3) An application for demo purpose - TBD
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