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## 研究目的及意义

在过去几十年中，互联网极大地促进了电子商务的发展，同时互联网也成为地下市场的主要平台，网络犯罪分子在这里交换用于犯罪的产品和服务。2013年，全球网络犯罪造成了3750亿美元的损失，几乎等同于全球毒品交易的数量。

地下论坛是网络罪犯的通信枢纽，帮助他们推广攻击工具包和服务，协调他们的行动，交换信息并寻求合作。例如Silk Road论坛，拥有3万到5万活跃用户，是毒品和其他非法毒品交易的滋生地，每天有两到三百份通讯记录。这些记录提供了对网络犯罪方式、犯罪分子战略、能力、基础设施和商业模式的深刻洞察，甚至可以用来预测他们的下一步行动。

不仅在地下论坛，一些广为人知的社交平台也被不法分子用于交易通讯。近年来，大型社交媒体公司一直在雇佣内容版主，对社交平台上的内容进行审查。伴随着互联网的发展，许多社交平台每天都产生了海量的通讯记录，完全依靠人工处理的方式难以应对如此大的数据量。目前的许多平台都开始使用一些自动化的方法来帮助审查，使用最多的方法就是创建一个“禁用词列表”，通过列表来对通讯内容进行过滤。

由于地下市场的排他性，网络罪犯发展了一套独特的语言系统，违法者会使用一些黑暗术语来对外隐藏具体交易内容或规避社交平台的内容审查。黑暗术语用来指定产品、服务和其他网络犯罪特定概念。这种术语往往是一些看起来很普通、看很天真、却有秘密含义的词语。罪犯们将其用来隐藏正在讨论的内容。例如，毒贩经常用“ice”代替Methamphetamine（冰毒），“pants”代替Herion（海洛因）。此类欺骗性内容使得违法者之间的通信不容易被自动化系统和审查人员发现。因此，自动发现和理解这些黑暗术语对于理解各种网络犯罪活动和减轻它们所构成的威胁非常有价值。

## 国内外研究现状和发展趋势

在国外文献中，黑暗术语检测的具体任务已经在许多框架下进行了研究。

G. Durrett等人[6]、[7]通过自动、自上而下的方法分析地下论坛生成高级信息。该方法将信息提取和命名实体识别相结合并具体提出了一种数据标注方法，并利用标记数据训练基于监督学习的分类器。然而结果在很大程度上取决于注释的质量，正如几位研究人员所示，该模型在跨域数据集中的表现并不好。

K. Yuan等人提出了一种名为CantReader的系统，旨在自动识别网络犯罪市场中的“黑色术语”。CantReader采用基于神经网络的嵌入技术来分析单词的语义，并检测背景语料库（如维基百科）中的上下文与目标语料库中的上下文显著不同来确认黑暗术语的候选词。因此，它需要一个“黑暗”语料库（如丝绸之路匿名在线市场论坛）、一个混合语料库（如Reddit）和一个良性语料库（如英语维基百科）作为输入。可能是由于词多义的影响，系统在其他数据集上的表现并不好。

C. Felt 等人[17]提出通过情绪分析来检测委婉语。它使用语义词典归纳的自举算法识别一组委婉语候选词。虽然这种方法似乎合理且可行但它需要额外的手动筛选过程来细化候选对象，因此无法满足所期望的自动、大规模检测的要求。

Magu等人[11]和Taylor等人[40]提出了两种利用单词嵌入和社区检测算法的算法。Magu等人[11]通过特征向量中心度的排名度量生成了一组术语。由于算法的本身性质，这种方法需要一个开始的术语种子来帮助寻找其他的术语。Taylor等人[40]创建了神经嵌入模型，捕捉单词的相似性，使用图扩展和PageRank分数引导初始种子词，并最终丰富引导词，从表现类似委婉语的字典术语中学习。Magu和Taylor的方法在跨领域数据上表现不佳，Talor方法使用了大量的筛查方法，却没有做消融实验，无法确定各个方法的具体作用。

Wanzheng Zhu等人提出了一种自监督方法来实现对委婉语的检测，通过术语与指代的禁用词的相似性，结合当前NLP领域流行的MLM掩码模型，计算术语与禁用词上下文相似的可能性，从而确定某个禁用词的一组候选语。通过同样的方法结合两个分类器来确定术语的语义。该方法思路新颖，但精确度一般且在检测时由于无监督存在的标签缺失的可能没有设计合理的召回率指标。

国内也有一些针对中文语境的术语检测和研究。

Yang等人[39]构建了一个关键词检测和扩展系统（KDES），并将其应用于中国最大的搜索引擎百度的搜索结果上。KDES旨在通过检查相关的搜索结果来推断是否应该阻止搜索关键字。这种方法需要具有能够访问远程域信息（即百度搜索引擎），不适合我们所需要分析的社交平台内容和地下论坛内容。

Kangzhi Zhao等人也从术语与禁用词上下文相似角度出发，通过word2vec和LDA等无监督方法衡量术语与禁用词的相似性确定术语。数据来源为在通讯软件qq中存在的黑色交易群聊中收集聊天记录作为数据。术语与禁用词的检测中存在多义问题和语料分布不均匀问题都会对word2vec和LDA方法带来较大的影响，不符合我们的期望。
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# 研究思路

研究内容、研究目标、关键问题：说明课题的具体研究内容，研究目标和效果，以及拟解决的关键科学问题。此部分为重点阐述内容(字数不少于：2500)

近年来随着网络犯罪的兴起，大量社交媒体和网络社区开始花费更多时间和人力到内容审查上。内容审查主要指的是平台人员确定平台上出现的内容是否适度(主要是出现在公共社区的帖子以及搜索引擎结果等)，以及是否应当保留或删除。不适当内容包含许多方面，如仇恨言论、引战、色情信息等。但对于网络审查人员来说，最重要的是那些关于网络犯罪交易的内容，如毒品交易、武器交易、性交易等。庞大的网民数量和交流需求导致了海量的待审查数据。庞大且不乏恶意的帖子很容易冲垮审查人员的身体和精神。审查自动化是目前许多平台的一项重大需求。自动化审查的最简单的一种方式是基于“禁用词列表“的禁用词系统，通过检索禁用词来完成内容审查。但是这种方式很容易被规避，违法者可以通过发明新的词来代替禁用词（我们称之为黑暗术语），而这些被用来替代的黑暗术语本身往往是一些具有其他无害含义的词，不能被无条件过滤。我们需要联系词的上下文来进行判断，例如在中文中会使用叶子来代替”大麻“，使用”飞行“代替”吸毒“。为了规避审查，几乎所有的黑暗术语都有无害的含义。”美国进口高纯度飞友必备叶子限量出货不懂的请自行问问哥，骗图的别来“，这是来自某社交平台的毒品交易聊天记录，显然即使我们不明白”叶子”的具体含义，我们仍然能确定这是一个黑暗术语。这表明即使不确定具体含义，仍然能够根据上下文确定黑暗术语。

为了帮助现有的禁用词系统来检测这类规避情况，我们需要建模上下文信息来进行黑暗术语识别。基于深度学习的NLP技术在建模上下文信息上的作用已被广泛认可，也是本课题拟采用的技术。我们的目标是配合禁用词系统来达到更好的审查效果，基于此将本课题任务分为两类1.发现黑暗术语 2.判断黑暗术语含义。任务一的目的是构建一个模型能够根据内容来发现可能的黑暗术语。任务二的目的是确定黑暗术语在具体句子中的语义。任务一的主要挑战是区分术语的行话含义和无害。例如”美国进口高纯度飞友必备叶子限量出货不懂的请自行问问哥，骗图的别来“中，“叶子”可以指树叶。但我们可以根据上下文判断这是不可能的，因为没有人会关心树叶是否是纯的。过去的研究依赖于静态单词嵌入（例如，word2vec[13]），希望通过比较在不同语料上（如黑色交易语料和普通交流语料）上的差异来检测黑暗术语，这种基于语料级别的比较容易受到语料中的词的多义表达干扰。一类较新的上下文自动嵌入（例如，BERT]）为单词出现的每个上下文学习不同的单词表示，因此它们不会混淆同一单词的不同含义。任务二的目的是当禁用词系统根据任务一发现的黑暗术语得到大量句子时，对句子中黑暗术语的具体语义进行判断，筛查假阳性的句子（即用了无害含义的句子）。任务二的研究相对较少，大部分研究都没有具体去对黑暗属于含义进行鉴别。Yuan等人通过识别委婉语的上位词（例如，它是指药物还是人）来解决一个相关问题。Wanzheng Zhu通过使用两个分类器来对黑暗术语计算含义的概率分布，但准确的不足以应付实际的排除假阳性的需求。从更一般的意义上讲，委婉语识别的任务也与未知词的词义发和词义消歧有关。词义发现的目的是通过生成一个定义句来理解一个未知单词的意义，而词义消歧则侧重于在给定一组候选词义的情况下，识别一个句子中使用了单词的哪个词义，并严重依赖语言学家和词典编纂者创建的带有词义标记的参考语料库。但是，这两种方法都无法捕捉同一类别中语义相似的一组目标关键字之间的细微差异。

随着中国网络的不断发展，同样的情况和研究在出现。许多网络安全研究人员已经对术语识别进行了研究。然而，现有的研究大多集中在英语专业术语上，而没有基于汉语专业术语的研究。本课题希望能在中文语境下对黑暗术语识别进行探索。由于中英文之间的差距，目前的中文行话检测还存在许多问题。比如由于语言特征，基于英文的许多特征并不能用于中文；英文中的黑暗术语往往是单词形式出现（如ice代表海洛因），而在中文中的黑暗术语往往以短语形式，单词级别的检测和短语级别的检测使许多基于英文的研究结果无法套用到中文中去；违法者们使用的语言表达形式往往较为多样，要捕捉这样丰富的上下文信息需要大量的标注数据，会带来较大的标注负担。同时新的表达形式在不断出现，也意味着新的标注任务，循环无休。

自监督是一种减轻标注负担的好的方法。自监督是一种无监督学习形式，数据本身提供监督。自我监督的目的是利用大量未标记的数据（如自由文本、图像），从数据本身构建一个有监督的学习任务来预测数据的某些属性。例如，训练一个文本预测模型，可以获取一个文本语料库，屏蔽句子的一部分，然后训练模型预测被屏蔽的部分；此工作流从未标记的数据创建有监督的学习任务。自监督已广泛应用于语言建模表征学习、机器人学、计算机视觉和强化学习。Wanzheng Zhu等人提出了一种自监督方法来实现对黑暗术语的检测，通过术语与指代的禁用词上下文的相似性，结合当前NLP领域流行的MLM掩码模型，计算术语与禁用词上下文相似的可能性，反复使用MLM模型来确定某个禁用词可能的黑暗术语。同时使用一个粗分类器排除一些假阳性结果，再结合细分类器得到一个黑暗属于含义的概率分布。但该研究使用的MLM模型并不能直接用于短语的检测，同时模型本身的检测精度并不高，仍然由许多地方可以完善。该模型使用了一些地下论坛的语料数据来对mlm进行微调，以及带有禁用词的句子来得到候选黑暗术语。但是由于网络审查的逐渐普遍化，两种类型的语料都变得难以获取（作者2021年的论文，数据却来自2018，缘于许多论坛的被监察消失）。首先是地下论坛的语料数据，我们可以称其为黑暗语料，里面可能包含着大量的违法者特有的语言风格以及未被识别到的黑暗术语。目前的地下论坛基本以英文交流为主，如丝绸之路、xxx等，在中文环境下也很难在社交平台上找到这样一个能产生大量黑暗语料的群体（某些平台存在非法交易群聊，但这并不适用于所有平台，而且群聊随时有可能被监管到，大部分平台能稳定捕捉到的数据都来自或大或小的公共社区的分享）。同时对于带禁用词的句子，这部分数据由于中文环境的审查的普及，几乎无法获取。对于一个深度学习模型而言，数据是否足够很大程度上会影响模型的鲁棒性，而数据是否够新则决定模型能否捕捉语料中上下文的新的变化。我们需要考虑如何对这两类语料进行补充，使模型表现更加出色同时能适应新的变化。

研究方案：

包括：研究方法，技术路线，理论分析、计算、实验方法和步骤及其可行性(字数不少于：800)

课题特色

本研究课题的特色与新颖(创新)之处(字数不少于：500)